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Abstract

Fear Feedback Loop: Creative and Dynamic Fear Experiences Driven by User Emotion

Charlene DiMeglio

Supervising Professor: Dr. Joe Geigel

This thesis examines whether it is possible to generate fear-eliciting media that custom fits to the user. The system described uses a genetic algorithm to produce images that get more scary through the generations in reaction to either physiological signals obtained from the user or a user-provided fear rating. The system was able to detect differing levels of fear using a regression trained on EEG and heart rate data gathered while users view clips from horror movies. It was also found to produce images with significantly higher fear ratings at the fifth generation as compared to the first generation. These higher scoring images were found to be unique between subjects.
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Chapter 1

Introduction

This thesis intends to expand unexplored area in creative affective computing using a multi-modal approach for emotion detection and a genetic algorithm to power the feedback loop. The system proposed should be able to produce stimuli that will be able to invoke fear in the subject, created by subject’s earlier emotional responses. This experiment hopefully will answer whether subjects can power and guide the stimuli to become more intense, and how the results between subjects could differ.

The contributions of the thesis include the genetic algorithm itself. The use of genetic algorithms to classify fear has been done previously, but using a genetic algorithm to produce the fear stimuli in reaction to the detected fear has yet to be done, as far background research has found. This thesis also contributes to methods of personalization of products. Since the experience guided directly by a user’s emotional response, the outcome potentially would be very specific to the user. This project adds to research behind affective feedback loops, and the techniques used here can be generalized out for other emotional responses. This work also expands the work that has been done on fear. In prior research, fear was found to be a less-commonly explored emotional response, often appearing with the identified core 6 emotions, but rarely on its own. This work aims to add to the field of fear specific research, with detection and a elicitation playing major roles in the experimental set up.

Affective computing is a budding research area within the computer science community. Being as such, there are many stones left unturned. The bulk of the research done has been in identifying emotions in subjects, and building general models of these emotions.
However, comparatively, very little has been done when it comes to affective computing applications beyond detection. This study proposes a creative feedback loop, in which a regression trained against a user’s fear is used to modify images to become more fear-inducing. Fear has been studied less frequently, and thus there is room to add knowledge. It is also a descriptor that is arguably easier to conceptualize. A happy image could be of almost anything, feeding of individual memories, whereas fearful images are more ingrained into our subconsciousness, some learned, some pre-installed through years of evolutionary shaping.

This experiment is relevant to the computer science community in many ways. If successful, computers may be able to react more meaningfully to user emotion. This is important because computers are becoming more and more a part of people’s daily lives. Just as preference learning has allowed tasks to become personalized and flow seamlessly through computer-generated suggestion, affect feedback loops can also similarly create smarter applications that custom fit based on information beyond a user’s choice. This implementation in particular focuses on optimizing media for a selected emotion. Although it is fear in this experiment, future work can be done to see how well this method applies to other emotions and across media.

1.1 Background

1.1.1 What is Fear?

In order to train a computer to sense fear, it is important to understand what fear is, and how it affects the body. Fear can either be inherited or learned. Inherited fears are those that helped humans survive when the human species was young, and were passed down through genetics [39]. These include the fear of the dark and a fear of snakes. Learned fears come from experience, such as a traumatic life event.

However the fears were acquired, the threat is perceived first by the amygdala, which then passes the message along to the hypothalamus and the midbrain periaqueductal gray
area [39]. These areas in the brain are responsible for physiological and behavioral fear responses, respectively.

We are most interested in those effects we can observe easily and reliably. These include changes in galvanic skin response, pupil dilation, blood pressure elevation, increase in breathing rate, behavior and EEG arousal, and fearful facial expressions [39]. Most of these responses are known to be a part of the flight or fight response, which prepares the body to deal with the threat.

1.1.2 Evoking Fear

Since fear is seen as a negative emotion, one must be prudent to evoke it in an ethical manner. The papers studied all conducted their experiments with care and organization, with varying materials. Emotion elicitation in general has seen many different approaches, from multimedia approaches that incorporate lights, sounds, and visuals [49], to haptic devices that invoke an emotion through touch [46]. The most common approaches seen in the selected studies have either been through images or through films.

For the purpose of invoking fear, films seem to be the method of choice. Images were usually pull from the International Affective Picture System (IAPS), which is sorted by valence and arousal levels. Valence and arousal levels may not translate strictly into different emotional states [30]. For this reason this paper will focus on films as a emotion eliciting material.

Multiple studies [16] [31] [49] [50] have used films as their emotion eliciting material. Films fall flat when used with children or those with mental impairment, since the material must be understood to be most effective [49]. Also, if the subjects attention is thrown to an external disturbance, or if the film has been previously viewed, it could cause the collected data to be skewed. [31] But the extra cognitive and focus power required may be why it has the potential to create strong emotional responses in subjects. It is also seen in a better light ethically than other possibilities for fear elicitation, and tends to be very standardized [31].
One of the challenges for this method would be pinpointing the sought after subjects’ emotional data from the data gathered. This is an issue because most film clips span much longer than the targeted emotion, and more than one emotion may be drawn from a film. This can be combated by careful editing procedures and by having the subject fill out a post-test survey [31]. It is also helpful to space out emotion-eliciting periods with neutral films to create a controlled baseline for the subject [31]. Examples of films used to elicit fear include The Ring [49], The Shining [31], and The Silence of the Lambs [31].

**Faces and Fear**

The experimental media consists of an image of a face. The elicitation method was chosen due to the potential to produce the desired affect, having a strong connection with humanity’s evolutionary roots. In [36], it is shown that faces hold a viewer attention longer than images of locations. As discussed previously, attention is necessary for proper affective testing. Fear-inducing faces tend to be those that look themselves fearful, or approach the uncanny valley. [33] finds that viewers tend to mirror the emotions of faces viewed. Fearful faces produce a fearful response in a user. A fearful response can also be gained from faces that are slightly inhuman, perhaps holding an expression just out of the bounds of normal human behavior. This face is then said to be approaching the uncanny valley [21].

**1.1.3 Detecting Fear**

Now that ways of evoking fear have been discussed, gathering the subject’s fear response becomes the next main objective. This section will discuss the pros and cons of different ways of recording an emotional response and its relevance to measuring fear. Many of the papers assessed in this survey use more than one method to gather the responses. Multi-modality will be discussed near the end of this section.
**Galvanic Skin Response**

Galvanic skin response (GSR), or skin conductance, is the change in the skin’s levels of electrical conductance as measured by electrodes applied to the skin [20]. Fear is marked by a decrease in skin conductivity, or an increase in GSR [44]. It has been used for emotion detection in [5] [7] [16] [23][24] [34] [50], and for fear specifically in [15] [20] [26] [44] [49].

Most papers viewed in this survey have had positive results using GSR. [23] found it to be a main contributing factor to the classification process ([23] saw a 97.4 percent accuracy rate) and [16] considered it to be the most important factor. This could be because changes in GSR have been linked with changes in the level of arousal [50]. It also has ability to differentiate fear from other negative valence emotions, such as anger or sadness [7]. Not only has it been influential in affective classification, it has been shown to be a comfortable option for subjects in [50]. And, like other methods based on physiological signals, it is not easily faked, as voice or facial expression may be [7].

[49] found that there was noticeable differences in fluctuations between individuals. This could cause inconsistencies in results. However, this issue was resolved by using the first derivative of the GSR waveform, which was an especially good indicator for fear since the changes in the derivative were similar across subjects. Another potential issue pointed out by [23] is that electrode placement may be inconvenient for some applications, since they are best placed on the hand or feet. Also, GSR is susceptible to noise created by the subject’s movement. An action like a cough can make noticeable impact on noise levels [23]. [40] did not find that GSR improved emotion discrimination when used in an experiment that also used cardiovascular data.

GSR is a very viable choice for a fear detection system. It has proven influential for classification in multiple studies, as previously discussed. The drawbacks can be worked around, with careful instruction to subjects and signal processing before classification to remove noise.
**Fingertip Blood Oxygen Saturation**

Fingertip blood oxygen saturation was used in [49]. It is measured using a device clipped on the subject’s finger. It was not found to be a significant contributor to the results found in the study. There was no indication of potential benefits for using the method, but since it is clipped to the finger, it may be cumbersome in some applications. In summary, it does not seem like a good approach for fear detection.

**Cardiovascular Responses**

There are multiple features to track based on cardiovascular responses, and a variety of equipment to gather such data. The most common features found in literature have been heart rate and its variability, often tracked with an electrocardiogram (EKG or ECG), and blood volume pulse, tracked by a photoplethysmography (PPG). ECG uses electrodes in contact with a subject to pick up the changes in cardiac electrical potential over time [6]. PPG uses a device that emits infrared light and records how much is reflected back. It is clipped usually to the finger of a subject [48]. Fear is often associated with an increase in heart rate, but this alone does not differentiate it from other heart rate inducing emotions [6]. ECG was used in emotion detection in [6] [7] [24] [34] [50], and for fear in particular in [15] [26] [40]. PPG was used to measure blood pulse volume in [5] [16] [24] [34] [48], and for fear especially in [15] [20].

As with GSR, multiple studies have found cardiovascular data to be a strong factor in emotion identification. Heart rate was found to be a deciding factor in [49], though they were found to be more complicated waveforms than those from GSR, and thus needed multiple samples. Heart rate variance proved to be a stronger indication of emotion. [40] found that a decrease in variance within a respiration cycle while heart rate was high was a strong indicator of fear. [20] found that large amounts of heart rate acceleration separated fear from happiness, surprise, and disgust, while there was definite differences in heart rate variation between fear, anger, and sadness. Blood pulse volume was indicated as an important deciding factor in [5], and can be used to determine levels of arousal [48].
As pointed out by [6], there tends to be a lot of variation between subjects on how emotions affect physiological states. Also, heart rate is very dependent on multiple factors, such as position of the subject while testing (laying down versus standing for example) [6] and level of activity relative to the subject [24]. Even a small physical movement, such as talking, can have affects on a reading, and standing up could have a great affect on cardiovascular variables than many emotions [24]. [6] found that heart rate played the smallest role in deciding between emotions. [20] pointed out that even though heart rate in itself may not be a clear indicator for emotion, paired with other cardiovascular variables, it can be used. [34] found that heart rate was useful in detecting neutral versus emotive states, while other factors were needed to determine which emotion best described the state.

There are also certain trade offs in the measurement devices themselves. ECG tends to allow for a wide variety of variables to be tracked accurately, but can be rather cumbersome for the subject, as adhesive electrodes must be placed on the body [24]. However, by giving up some accuracy and breath of data, PPG can be used to measure blood pulse variance, which can be used to detect heart rate as well [48]. This gives the benefit of only having to use one sensor, which usually slips onto the subject’s finger [24] [48].

Cardiovascular responses can prove to be useful in fear detection. If the experimental settings keep the subject in a consistent level of activity in a similar position throughout the experiment, noise can be minimized. Both PPG and ECG have been shown to be effective methods. If one is trying to create a less intrusive set up, PPG is favorable over ECG, whereas ECG is the method of choice if accuracy and a large number of variable for tracking is desired.

**Electroencephalography (EEG)**

Electroencephalography (EEG) measures signals that originate from the central nervous system through the scalp [12]. [37] indicated that negative emotions, like fear, are associated with the right frontal region (in charge of withdrawal behaviors) and the prefrontal
hemisphere. This study also shown alpha and beta bands to be important in emotion discrimination. Using this method, neutral states were indicated by equal EEG output from both sides, and negative states from more output from the right half of the brain. This was just one method of the many surveyed in this paper, but it was the one that most directly and clearly indicated how fear may manifest in an EEG reading. Other studies included [12] [17] [34] [38] [41], with those focusing on fear being [8] [18] [22] [37].

[37] indicated that EEG was more resistant to outside factors than other physiological reading, and found a classification rate of 100 percent for fear. [12] found that EEG had better accuracy than peripheral signals on short periods of time. It can also allow subjects a bit more freedom, freeing up hands and allowing subjects to not have to worry about clothing choices [41]. [18] found that Emotive EPOC EEG headsets did not break the test immersion for subjects, although ratings for comfortableness were medium to poor. The same study found that EEG can be a good way to differentiate calm from fear states.

Depending on the type of EEG headset, some components may become tedious to apply and wear. Many require gel, and unless one is seeking readings from the forehead region only, like in [41], subjects will have to deal with the gel getting in their hair. Wiring may also get in the subjects way [41], but wireless models are available and have been used, such as Emotiv EPOC [22]. Other models can give much more information, but can be a bit cumbersome, like the 256-channel device used in [8], which achieved results of 94.88 percent accuracy. However, when compared to other methods that measure central nervous system activity, such as fMRI and PET scans, EEG is a cost effective and noninvasive alternative [17]. [22] also points out that models such as EPOC can track facial expressions, making the tool multi-functional. However, [22] also found it difficult to get clear emotional differentiation from the neurological readings, citing a low signal-to-noise ratio or IAPS images not being a strong enough emotion elicitation method as possible reasons for this result. [34] also mentions the low signal-to-noise ratio, and suggests a great amount of trials to be run to help alleviate this issue.

How a person experiences fear varies person to person, so like with other methods,
this may need to be taken into account if a subject-independent application is sought. [18] found that although the exact responses varied between subjects, they were in some manner comparable.

EEG is another good method for fear detection, although it may be a little cumbersome. It would not be a recommended method for a testing situation with low amounts of trials. It is also can be a bit tedious, especially if the model requires gel and is fully wired. However, if the user is willing to go through the trouble, or can find a model that does not require gel, it seems like EEG is a very good indicator for fear detection, going by what [37] and [8] have found. It is to be noted that [8] used 256-channels, which required many electrodes to be placed on the scalp, which may have lead to the strong classification results, where as many of the other studies mentioned did not have clear or strong results.

**Facial Expressions**

Despite there being plenty of papers on facial expression detect, very few were found to rely on non-scripted emotions. As [45] mentions, although useful, posed emotions differed from non-scripted emotions but are often used due to the effort needed to elicit a wide variety of emotions versus an actor portraying each emotion. [9] was one of the few studies that evoked emotion from non-actor subjects. They cited that faked smiles do not correlate with other indicators of enjoyment, and that these non-scripted emotions tend to be more informative. Their study focused on enjoyment versus sadness detection, and found sadness to be harder to detect. This does not bode well for fear detection if one compares this to the pattern found in humans. [32] states that disgust and fear are among the emotions that humans had the hardest time identifying, often confusing fear with surprise. [49] also commented that emotions may be accompanied by a perceived expression, and that so emotions do not have obvious facial manifestations. It was also found that fear and anger were hard to discern from expressions. Beyond this, as mentioned earlier in other sections, facial expressions can be suppressed or altered to a certain extent by the subject, and facial expressions may map to more than one expression, which could cause modeling concerns
[32]. Also, even though using facial expressions can be less intrusive, it may suffer due to lighting and recording resolution [5].

Considering what has been found in literature, it is not recommended to rely on facial expressions alone to identify fear. However, since many implementations do not require sensors to be directly placed onto the user, it could be used in conjunction with other methods with relative ease.

**Multi-Modal**

Most of the papers surveyed did not rely on only one modality to achieve their results. Often, a mixture of audio-visual and physiological sensors were used, either in fusion, or as a way to narrow down the windows in which emotion occurred.

[5] found that using a combination of both facial and physiological modalities increased emotion recognition results, making ambiguous results clear and strengthening the system against errors. [12] also found similar improvements in results when combining EEG with other physiological readings.

The cons for using multiple modalities has not been fully outlined by many papers. [49] does indicate that using too many measurement tools can be too intrusive to the subject and become impractical. Otherwise, most papers surveyed used two or more methods for data gathering, but did not indicate either way how using the combination had benefited the experiment.

Using multiple methods for data gathering seems to be not only beneficial, but also a common trend in the field. One must choose which modalities fit best for the application, choosing only though that would make a meaningful impact to avoid unnecessary intrusion on the subject.

**Summary of Physiological Signal**

Fear recognition still has plenty of room to grow. Perhaps because it is a strong negative emotion, there was less focus on it compared to other emotions. However, based on the
papers surveyed, one can come to a reasonable conclusion on how to gather the data for fear recognition. GSR, cardiovascular responses and EEG all pose to as viable options, and research indicates that using a combination can be most effective. For the least amount of intrusion for the most accuracy, a combination of a simple EEG headset, a GSR band, and a PPG would cover most bases. If mobility is desired, there are heart rate monitors and EEG headsets that are wireless that may prove to be useful, but can experience a decrease in quality and variety of information. ECG and EEG’s with more electrodes may provide more information at higher resolutions, but can be cumbersome for most user applications.

1.1.4 Feedback Loop

Much of the research in the field of affective computing has been concerned with building accurate models of emotion. Even though the eventual intent for many of these studies is to apply the information gained about the subject’s emotional status to alter the state of a program, the focus, in general, seems to have yet to be shifted to this task. However, there are some studies that did implement an affective feedback loop, assessing a user’s emotion as a mechanism of change within the program to then in turn affected the user’s emotional state. Two of these focused on changing difficulty of gameplay based on affective state, where the other manipulated images.

The two game implementations, [51] and [3], both operated on game difficulty, but with very different intent. [51] moderated the difficulty of a children’s arcade game using a measurement of “fun” gained from heart rate, blood volume pulse and skin conductance. Gradient-ascent is used to determine what combination of variables, such as velocity and diversity of positioning of game objects, would create the most fun experience for the individual. In [3], however, the difficulty is increased as a player experiences more fear as relayed in changes in heart rate. The goal is to try to train the player to control fearful reactions to succeed in the game.

Both studies have some sort of predetermined idea of what difficulty means relative to the game, and may be objectively calculated to some extent. However this thesis and
possibly [42] differ in the fact that the resulting direction in which the program may take
is not as definite. [42] created an“Affective Mirror” that is similar to a fun-house mirror,
except programatically distorts itself based on the amount a user laughs, increasingly so as
the laughter also increases. Because the implementation of the changes in the “Affective
Mirror” are not discussed in depth, it is unclear whether there were predetermined stages of
silliness, or the choices for image distortion were made on the fly. The latter more reflects
the case with the experiment of which this thesis is concerned.

1.2 Hypothesis

The aim for this study is to test whether the method proposed can produce images that
cause a significant change in the subject’s fear levels. This will be assessed through the
physiological signals and machine learning algorithms previously discussed. If it is found
that fear-inducing images can be produced, then a comparison will be done to see if the
images between subjects differ significantly or converge on similar content. This will be
done by comparing the genes operated on by the genetic algorithm, given that the same
seed image was used. It is this paper’s hypothesis that the images relative to their genetic
make-up will be significantly different between users.

Once all of the subjects have been through the experiment, the final fear ratings for
each subject will be assessed to see if the media samples were able to evoke a significant
change per users as well as over all. A comparison will be done between the end state
of the chromosomes of those that started with the same seed image to see if these differ
significantly.

1.3 Roadmap

The rest of this report is laid out as follows: Chapter 2 begins with a high level overview of
the intended system, delving into details and rational in the subsequent subsections. Chap-
ter 3 explains the final implementation and the events that shaped it. Chapter 4 provides
an analysis of the data gathered and the methods used to obtain such. Chapter 5 concludes with the current state of the research, the lessons learned along the way, and future steps to be taken.
Chapter 2

Framework Design

Figure 2.1: An overview of the implementation design.

In order to test the hypothesis, a framework was built to support the fear feedback loop. The solution has two stages associated with it. The first is composed of a series of preliminary trials concerned with training up a model that can accurately assess a subject’s fear level through the data collected from the physiological sensors. After this is obtained, the second stage is proceeded with, where subjects are then exposed to the experimental media. Their responses are interpreted by the model specifically trained by their corresponding responses in the previous trials. This numerical rating of their fear level is then fed into a genetic algorithm, which selects those images with the highest ratings to propagate the
next generation of images.

Figure 2.1 gives a high level overview of the framework. As the subject views the video clips during Stage 1, their EEG and BPV signals are measured (GSR, although originally a part of the system was later omitted due to inconsistent functionality of the sensor). The data is then cropped to only include the relevant time spans, and then processed into eight different features per signal (14 for the EEG, 2 for the BPV. Once the features are available from the preprocessing stage, principal component analysis is used to narrow down the 128 features to 10. These 10 features, along with the subjects fear rating of the clip, are then given to train the support vector regression, which outputs a fear rating. During Stage 2, the same steps are taken to gain the 10 features, but the features are used instead as test data rather than training data. The output of the SVR is then used as input to the fitness function of the genetic algorithm. The genetic algorithm produces the media that the subject again reacts to, and that reaction is then fed back into the system through the sensors, completing the feedback loop.

2.1 Stage 1 - Building the Fear Model

In order to make the system reactive to emotion, it first needed to be able to interpret physiological signals correctly. Subjects were asked to come in for preliminary trials to train the regression to their specific physiological fear responses.

2.1.1 Subjects

The subjects were volunteers gathered from the RIT area. Subject’s ages ranged from early 20’s to mid 30’s. Subjects were briefed on the details of the study and were asked if there were any potential health concerns that may interfere with the study. Subjects also identified which of the movies included in the study they have watched before. Scenes previously unseen are prioritized for viewing per subject. This helped minimize any possible viewing biases.
2.1.2 Materials

The materials gathered to elicit fear from the subjects came from horror movies. These movies were selected from suggestion of lists maintained by bloggers, such as [1] and from previous use in studies such as [49]. A relatively large variety of film clips were chosen in hopes that a variety of fear responses could be gathered from each subject despite unique fears and preferences. A total of 25 clips were gathered from 9 movies. Clips were edited in such a way to give enough context for understanding while maintaining brevity. Clips were shown in such a way to avoid two clips from the same movie from being shown back to back. A consistent chronological order was maintained for all clips such that all viewers would have equal information of the context of each clip despite other clips that may have been shown previously. A full description of the clips can be found in Table 2.1.

Neutral images were shown at the start and in between video clips. These images depicted varied scenery and wildlife.

Table 2.1: A Full Listing of Viewing Materials

<table>
<thead>
<tr>
<th>ID</th>
<th>Movie</th>
<th>Length (Seconds)</th>
<th>ID</th>
<th>Movie</th>
<th>Length (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alien</td>
<td>Alien</td>
<td>133</td>
<td>Aud1</td>
<td>Audition</td>
<td>28</td>
</tr>
<tr>
<td>Aud3</td>
<td>Audition</td>
<td>84</td>
<td>Aud4</td>
<td>Audition</td>
<td>83</td>
</tr>
<tr>
<td>Aud5</td>
<td>Audition</td>
<td>59</td>
<td>Aud6</td>
<td>Audition</td>
<td>48</td>
</tr>
<tr>
<td>Exo1</td>
<td>The Exorcist</td>
<td>32</td>
<td>Exo2</td>
<td>The Exorcist</td>
<td>39</td>
</tr>
<tr>
<td>Exo3</td>
<td>The Exorcist</td>
<td>17</td>
<td>Exo4</td>
<td>The Exorcist</td>
<td>9</td>
</tr>
<tr>
<td>Exo5</td>
<td>The Exorcist</td>
<td>41</td>
<td>Exo6</td>
<td>The Exorcist</td>
<td>18</td>
</tr>
<tr>
<td>Om1</td>
<td>The Omen</td>
<td>57</td>
<td>Om2</td>
<td>The Omen</td>
<td>71</td>
</tr>
<tr>
<td>Ring</td>
<td>The Ring</td>
<td>74</td>
<td>Seven</td>
<td>Se7en</td>
<td>62</td>
</tr>
<tr>
<td>Shine1</td>
<td>The Shining</td>
<td>45</td>
<td>Shine2</td>
<td>The Shining</td>
<td>60</td>
</tr>
<tr>
<td>Tex1</td>
<td>The Texas Chainsaw Massacre</td>
<td>50</td>
<td>Tex2</td>
<td>The Texas Chainsaw Massacre</td>
<td>65</td>
</tr>
<tr>
<td>Tex3</td>
<td>The Texas Chainsaw Massacre</td>
<td>44</td>
<td>Tex4</td>
<td>The Texas Chainsaw Massacre</td>
<td>40</td>
</tr>
<tr>
<td>Thing1</td>
<td>The Thing</td>
<td>74</td>
<td>Thing2</td>
<td>The Thing</td>
<td>112</td>
</tr>
<tr>
<td>Thing3</td>
<td>The Thing</td>
<td>36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.1.3 Hardware

The hardware selected for the study include a Nonin pulse oximeter, a Emotiv EPOC EEG headset, and a Affectiva Qsensor GSR sensor. These were selected due to availability, comfort to subjects, and cost. The corresponding propriety software was used to gather each of the signals. This included, respectively, Sp02 Assistant, TestBench, and Q (although signal
is gathered on the device, it can be viewed through this software). In the end, much of the data gathered by the Q sensor was omitted in the study due to inconsistent success with obtaining data from the sensor.

2.1.4 Experimental Procedure

After volunteers have given consent and have been cleared of any abnormalities that may interfere with the study, the sensors are applied and calibrated. The Q Sensor is the first to be applied since it takes ten minutes to properly warm up. The EEG headset is applied next, moistening the sensors with contact solution before positioning on the head. The pulse oximeter is then put on the subject’s right middle finger. The full set up is pictured in 2.2.

Once signals are being measured clearly, the lights in the room are dimmed and the neutral emotion videos, one depicting scenery, are played to gather a baseline. After this is obtained, the user is informed that a clip from a horror movie begins to play. After each fear eliciting film, the subject is asked to rate the level of fear felt on a scale from 0 to 5, with zero being the lowest (not afraid at all), and 5 being the highest (very afraid). The subject then views an image of scenery to return back to baseline levels before moving on to the next film.

2.2 Stage 2 - Generating Media

The second part of the experiment uses the findings found in the first part of the experiment to guide the generation of results. This entails processing the physiological data before feeding it into PCA and the SVR (see Implementation). Once the regression is properly trained, it is ready to receive the data from this part of the experiment.
2.2.1 Materials

The baseline images used in this part of the experiment are the same as those used in the first part. The emotional media comes from procedurally editing a neutral face from the Department of Computer Science, State University of New York and Binghamton’s collection [52]. The face is scrubbed of its prominent features, which later get reapplied procedurally. The base face is shown in Figure 4.6.

2.2.2 Experimental Procedure

As before, the modalities are applied and calibrated before beginning the study. The lights are then dimmed and a baseline reading is taken for 30 seconds. The subject then views a generation of images. Each generation consists of ten procedurally produced images, spaced between 1-3 neutral images. The pattern is randomly generated and is described in Table 2.2. The first generation for each subject is made up of the same nine randomly generated faces and the face shown in Figure 2.3a. Subjects either passively view the material or are asked the rate the generated images. In between each generation there is a processing period that lasts around 5 minutes. Most of this time is spent lining up the data to correspond to the correct time frames. The next generation of images is also produced during this time. The subjects are requested to participate through at least the fifth generation, if not through the tenth. After the final generation is produced, the subject is given an exit survey and debriefed.
Table 2.2: Viewing Pattern of Experimental Materials. N indicates neutral images.

<table>
<thead>
<tr>
<th>Seconds</th>
<th>Gen 1</th>
<th>Gen 2</th>
<th>Gen 3</th>
<th>Gen 4</th>
<th>Gen 5</th>
<th>Gen 6</th>
<th>Gen 7</th>
<th>Gen 8</th>
<th>Gen 9</th>
<th>Gen 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>10</td>
<td>N</td>
<td>N</td>
<td>Image 3</td>
<td>N</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td>N</td>
<td>Image 4</td>
<td>N</td>
<td>N</td>
<td>Image 7</td>
<td>N</td>
<td>N</td>
<td>Image 3</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>30</td>
<td>Image 3</td>
<td>N</td>
<td>N</td>
<td>Image 10</td>
<td>N</td>
<td>N</td>
<td>Image 5</td>
<td>N</td>
<td>N</td>
<td>Image 9</td>
</tr>
<tr>
<td>40</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>50</td>
<td>Image 4</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
<td>Image 2</td>
<td>Image 3</td>
<td>Image 10</td>
<td>N</td>
<td>Image 8</td>
<td>Image 9</td>
</tr>
<tr>
<td>60</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>70</td>
<td>N</td>
<td>Image 8</td>
<td>N</td>
<td>Image 1</td>
<td>Image 8</td>
<td>Image 7</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>80</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 8</td>
<td>Image 5</td>
<td>Image 5</td>
<td>Image 10</td>
</tr>
<tr>
<td>90</td>
<td>Image 10</td>
<td>N</td>
<td>Image 9</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>100</td>
<td>N</td>
<td>Image 7</td>
<td>N</td>
<td>Image 8</td>
<td>N</td>
<td>Image 10</td>
<td>N</td>
<td>Image 1</td>
<td>N</td>
<td>Image 3</td>
</tr>
<tr>
<td>110</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>120</td>
<td>Image 1</td>
<td>N</td>
<td>N</td>
<td>Image 7</td>
<td>Image 10</td>
<td>N</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>130</td>
<td>N</td>
<td>Image 3</td>
<td>Image 7</td>
<td>N</td>
<td>N</td>
<td>Image 5</td>
<td>Image 7</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>140</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 1</td>
<td>N</td>
<td>N</td>
<td>Image 1</td>
</tr>
<tr>
<td>150</td>
<td>N</td>
<td>N</td>
<td>Image 4</td>
<td>N</td>
<td>N</td>
<td>Image 9</td>
<td>N</td>
<td>Image 8</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>160</td>
<td>Image 7</td>
<td>Image 5</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 7</td>
</tr>
<tr>
<td>170</td>
<td>N</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
<td>Image 3</td>
<td>Image 1</td>
<td>Image 4</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>180</td>
<td>Image 2</td>
<td>Image 2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 10</td>
</tr>
<tr>
<td>190</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 7</td>
<td>N</td>
</tr>
<tr>
<td>200</td>
<td>N</td>
<td>Image 9</td>
<td>Image 5</td>
<td>Image 6</td>
<td>N</td>
<td>Image 8</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>210</td>
<td>Image 5</td>
<td>N</td>
<td>N</td>
<td>Image 5</td>
<td>N</td>
<td>Image 9</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>220</td>
<td>N</td>
<td>N</td>
<td>Image 10</td>
<td>N</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
<td>N</td>
<td>Image 9</td>
<td>Image 7</td>
</tr>
<tr>
<td>230</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 3</td>
<td>N</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
<td>N</td>
<td>Image 4</td>
</tr>
<tr>
<td>240</td>
<td>N</td>
<td>Image 1</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Image 6</td>
<td>N</td>
</tr>
<tr>
<td>250</td>
<td>Image 6</td>
<td>N</td>
<td>N</td>
<td>Image 4</td>
<td>N</td>
<td>N</td>
<td>Image 10</td>
<td>N</td>
<td>Image 2</td>
<td>N</td>
</tr>
<tr>
<td>260</td>
<td>N</td>
<td>N</td>
<td>Image 8</td>
<td>Image 9</td>
<td>N</td>
<td>Image 4</td>
<td>Image 3</td>
<td>N</td>
<td>Image 4</td>
<td>N</td>
</tr>
<tr>
<td>270</td>
<td>Image 10</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>Image 9</td>
<td>-</td>
<td>Image 8</td>
<td>-</td>
</tr>
<tr>
<td>280</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
</tr>
<tr>
<td>290</td>
<td>Image 9</td>
<td>-</td>
<td>Image 1</td>
<td>Image 5</td>
<td>Image 9</td>
<td>-</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
</tr>
<tr>
<td>300</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Image 6</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>310</td>
<td>N</td>
<td>-</td>
<td>Image 4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Image 1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>320</td>
<td>Image 8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 2.3: The original face shown in (a) has had its features wiped off then reapplied. The face shown in (b) has had said features altered or removed before application.
Chapter 3

System Implementation

3.1 Infrastructure

Originally, Open SSI [47], an open source software for human signal processing written in C++, was to be used. It was chosen because it provides a modularized infrastructure to allow for highly customizable project layouts using XML to interface between components, such as a variety of sensors, camera, and machine learning algorithms. However, it only supported one of the three sensors intended for the study. This is why a change was made to use Attention Tool [2] instead. It supported two of the sensors, EEG and GSR, and has found success in other student projects. However, the resource ran out before the completion of the study, and keeping the data consistent temporally became a issue that needed to be handled directly.

As mentioned previously, the propriety software for the sensors were used, the outputs of which were edited by hand for the first half of the experiment, and by a script in the second half. In the first half of the experiment, it was easier to find the subject-indicated areas in the files directly rather than writing a script to handle the data because the exact points that needed to be extracted varied person to person. In most cases, 15 seconds of data was collected for each clip, 5 seconds before and the 10 seconds after. This was done to be able to capture any sudden changes or general trends indicative of fear. However, in some clips, it was not possible to capture the full 15 seconds, so it was ensured that at least 5 seconds of data would be collected, as it seems studies such as [49] disregard data shorter than 5 seconds in duration. The second half of the experiment is a bit more predictable.
in that it is known exactly when a fear signal is expected, and can be anticipated through hard-coding extraction programs. These include one for the pulse oximeter data and one for EEG data (GSR did not end up being included in the study, as will be explained in later sections). These extraction programs, eegsplit.py and hrsplit.py, are throw away programs hardcoded to fit the needs of the study.

3.2 Analysis of Machine Learning Techniques

When selecting a machine learning algorithm for one’s experiment, it may make sense to use the algorithms used in previous papers as a guide. However, as pointed out by [29], due to the large amount of variation between affective computing experiments, it is not feasible to compare the results of these studies, and due to the lack of standardization, a best practice algorithm has yet to surface. [29] indicates that instead one should focus on the influencing factors of the experiment at hand to choose feature selection algorithms and classifiers. Among these factors are the type and number of features, the number of training vectors available, representation of knowledge, and the adaptiveness of the desired system. The ideal for affective computing according to [29] is to have a system that can continuously deal and grow stronger with a large number of diverse data points.

Regardless of feature selection methods and classifiers, the literature did reveal some useful resources, such as common features extracted and tools useful to machine learning. For instance, [7] indicated that they used PRTools, a pattern recognition library for MatLab, for their study. [20] also proved to be a good resource, giving the formulas for each equation they had used for their analysis. These formulas were common between many of the studies researched, and were referred to as the Picard parameters. These included the mean, standard deviation, mean of absolute values of first differences, means of normalized absolute values of first differences, means of absolute values second differences, and the means of the normalized absolute values of the second differences. This is similar to the values used in [5], [48], [7] and [18]. As an addition to this, the ratio between the minimum and maximum values, the Euclidian distance from the baseline, and the mean
and the standard deviation of the spectral coherence function were also used. The use of
the difference between emotive data and the baseline was also seen in [25]. In [48], it was
noted that a small statistical feature size was used because their focus rested on the unique-
ess of physiological signals between subjects and environments. Since this experiment is
user-specific, a small feature size may suit well. Multiple studies [16], [43] that they used
normalized values to minimize the effect of subject dependency. However, since the ex-
periment is subject-dependent, normalization does not seem to fit well in this study. Based
on this, the raw data is not normalized before computing the values indicated in [20] per
modality.

Before describing each of the options for feature selection and classifiers, it is important
to revisit the factors that go into choosing such as outlined by [29] relative to this thesis’s
experiment. The features that are used are those specified in the previous paragraph for each
PPM, EEG, and GSR. That makes a total of the number of features to be at least 30. The
training vectors come from the data obtained in the initial part of the study. In that portion,
the subject views fear-eliciting material while physiological signals are obtained. After
each segment, the subject rates their responses. This is be used to judge the effectiveness
of the machine learning algorithm. The output to the algorithm should be a score, ranging
from 0 to 5, with 5 being the most afraid and 0 being not at all. The system should be able
to adapt to an individual user, and thus does not need to full adaptive power a multi-user
system would need.

Because having many features may increase the risk of overfitting [7], feature selection
is necessary. The features were commonly selected in literature via principle component
analysis (PCA) or sequential forward selection. PCA, or principle component analysis,
was deemed to be the most suited to affective data feature selection when compared to
mutual information and concatenation [5]. However, the success of PCA stands on a large
number of independent variables [40] that are similarly scaled. It is uncertain that the full
set of data points will be completely independent or dependent, since responses differ from
person to person and thus the amount of dependence between physiological signals may
also vary. The scaling of each piece of data may also differ drastically. Since the intended system relies on variables whose relationships are unclear, it is undecided whether PCA will be applicable to this problem. If PCA proves inconclusive, robust PCA may be tried. Sequential forward selection is a greedy approach and does not guarantee optimal results. This study uses PCA to select features, a choice that will be re-evaluated after initial testing.

In literature, many different classifiers were used to distinguish different emotive states. Of these, support vector machines (SVMs) appeared the most frequently, appearing in [25], using a Gaussian radial basis function kernel, [5], using libSVM to create a classifier that used a radial basis function kernel, and [20], which found that a linear kernel works best for their study. SVM may not fit well in this study, due to the need for a value as output versus a category. This difficulty is also present in nearest k-neighbors, used in [7]. SVMs also require parameters to be carefully chosen, which should be handled by our feature selection algorithm previously discussed [7]. Another option is to use support vector regression (SVR). SVR is very similar to SVM, but because it is a regression, the output would be a value versus a category. We will be using a SVR as one of the potential classification schemes in preliminary testing.

Other methods were presented in the literature, but they did not seem as promising. A genetic algorithm was used in [51] to minimize the difference between detected and reported responses. Genetic algorithms however would not be best suited for this portion of the study due to the low amount of trails available. This is a similar issue with feedforward neural networks, used by [48]. There is not enough data to properly train the network without the danger of overfitting.

3.2.1 Machine Learning Implementation

Features are drawn from the EDA reading of the GSR sensor, each node of the EEG, and both the oxygen levels and heart rate from the pulse oximeter, which are stored in plain text files. The features include the Picard parameters as described in [20], as well as the
max/min ratio and Euclidean distance parameters described in the same paper. These features per sample are stored into one file that gets passed on to the machine learning program. The features are selected using principle component analysis (PCA) and classified using support vector regression (SVR) as discussed in the previously. From the 128 features collected, PCA outputs ten. The SVR is initialized to the default parameters as given in the scikit-learn Python libraries [4], which are used to formulate both the PCA and SVR processes. The model is then validated using leave-one-out validation. Answers are checked as to their relative correctness, and the kernel is tweaked to obtain satisfactory results.

This implementation is feasible in the fact that it produces the results required, but when needed to predict the fear values from viewing the experimental media, it is a bit more cumbersome than intended. There is quite a bit of work needed to be done by hand before starting the second part of the experiment due to lack of synchronization between the modalities. During the experiment, the process runs a bit more smoothly due to its predictability, but there is still a small bit of overhead when it comes to correctly formatting the data for the system, and then displaying the resulting images in the described method.

3.3 Genetic Algorithm

An interactive genetic algorithm is used to create the media for the affective feedback loop portion of the study. Genetic algorithms optimize content in respect to a selected aspect. Here, we optimize the media to become more fear-eliciting. Much of the research explored in relevance to affective computing used genetic algorithms to classify emotion felt by a subject. Here, however, we use the classified emotion as an input to the system, and the media as the output.

As far as images are concerned, it seems as though images tend to be more common input than affect. In [11], images of lips are inputs to a genetic algorithm used to classify the the emotion portrayed by such lips. In [10], a genetic algorithm uses vector graphic polygons to converge on a given target image using pixel color to guide the progression. The desired effect is not duplication, but rather stylization. This is closer to this study’s
intent than [11], in the fact that it is a creative process versus a classification one. Where it differs, though, is that a base image is provided, and the progression is away from the given image based on subject emotion. [19] provides a good basis of understanding for manipulating 3D facial images via genetic algorithm. The exact make-up of the chromosomes for the experimental media will be discussed in a subsequent section, however this paper is important to this study in the fact that it shows a facial image as output of a genetic algorithm. The intent of [19] is to expand the population of facial images. This is very similar to the need for genetic algorithms in this study: to provide a diverse set of stimuli in hopes of convergence on fear-eliciting content. The driver of the algorithm for [19] was diversity, where as diversity too must be considered in the fitness function along side the subject’s emotion.

The fitness function is the detected amount of fear caused by said media. As previously stated, this floating point number ranges from 0, being the least fit, to 5 being the most possible fit, however this number should be capped to the highest rating achieved while viewing the movie clips. For instance, if a subject rated the scariest clip in the set as a 3, it should be expected that the scores for the experimental media range from 0 to no higher than 3, since extrapolation can be quite error prone.

The first generation of images are be seeded with the same randomly generated set per subject. After the physiological data gathered while viewing each image has been processed and checked against the regression, the fittest four individuals out of ten are then produce nine children. Each of the four individuals are crossed to produce a child with one another, totaling six children images from this process. The highest scoring image is then again crossed with each of the other three fittest individuals, producing three more children. The last child is randomly produced to prevent premature convergence at a local maximum. In a second incarnation of the genetic algorithm, only the first six children are produced, and four random children are added in. The algorithm was later altered in this way to provide more genetic variety that seemed to be lacking in the first version. A third version of the algorithm was employed that took the top four uniquely scoring individuals.
This provided genetic variation that would not otherwise be seen.

The children go through a mutation stage before joining the newest generation. The mutation stage has ten percent chance of occurring, with each of the four different mutations having equal chance of occurring. The four mutations include duplication of a whole facial feature, the addition of an extra bit in the encoding of the face (see Chromosomes for more information), the removal of a whole facial feature, and the removal of a random bit in the encoding of the face. After each face has been validated such that each of the facial features fits within bounds of the image, the next generation is ready to be rendered. The highest scoring individual per generation is noted, and the highest per person is kept as outputs to the experiment. The core processes of the genetic algorithm are kept in the Genetic.java file. An top-level explanation of the process is shown below in Figure 3.1.

Figure 3.1: An overview of the genetic algorithm process. Top scoring individuals breed, with chance of child mutation to produce the next generation of individuals. A predetermined amount of random individuals are introduced into the population to help maintain genetic variety.
3.3.1 Chromosomes

The genes in this genetic algorithm encode for different portions of a 2D image of a face, as described in the design chapter. The partitioning of the face is inspired by the sections shown in [19]. Each section is removed from the face and placed in its own bitmap file for separate manipulation. Each portion of the face is modeled in an object-orientation manner, with each portion claiming a java class of the same name. These include eyebrows, left eye, right eye, nose, lower jaw, lower lip, and upper lip. Each class derives from an abstract base class called FacialFeature, and a face is an array of said FacialFeature objects. Each facial feature object has an id, an x coordinate, an y coordinate, the original dimensions of the feature in each y and x directions, and a scale factor for each direction to be divided by 100 at the time of transformation of the image. Some FacialFeature objects, such as the Nose and Eyebrow objects, also have the option to chose between two bitmaps. These bitmaps differ in the fact that one is masks out skin not essential to the feature to give a more realistic look when moved around the face, while the other maintains a blocky appearance. An example of this is shown in Figure 3.2.

![Eyebrows in two different styles. The blue areas in the masked version is not rendered.](image)

Figure 3.2: Eyebrows in two different styles. The blue areas in the masked version is not rendered.

Although internally the values per FacialFeature are stored as member data integers, for the purposes of the genetic algorithm, the FacialFeature objects are stored in 42 bit strings.

Each encoding of a FacialFeature object begins with a four bit id, as seen in Table 3.1. The Nose object has the ID five. After that there comes two ten bit strings. The first
Table 3.1: Facial Feature Encoding - Example: Nose

<table>
<thead>
<tr>
<th>ID</th>
<th>X</th>
<th>Y</th>
<th>Scale X</th>
<th>Scale Y</th>
<th>Image Selector</th>
</tr>
</thead>
<tbody>
<tr>
<td>0101</td>
<td>0011000100</td>
<td>0100000010</td>
<td>01100100</td>
<td>01100100</td>
<td>01</td>
</tr>
</tbody>
</table>

codes for the x position and the second encodes for the y position. The next two eight bit strings are the scale factors in the x and y directions. Here we show a scale factor of 100 percent, meaning that the images remain their original size. The last two digits indicate which image to use for the object. Those objects without more than one image to choose from have two zeros as their last digits.

Although the system runs smoothly, it is not without its limitations. Although error checking has been implemented, certain edge-cases still appear when producing valid media. Also, due to using a bitmap, a lot of the features needed to be relative to this specific image, and would not be applicable to other images. The transformations done on the image are also limited by the bitmap format, lacking control of elements relative to the base face.

The masking technique used in some of the FacialFeature images fell short in other FacialFeature objects which images contained a larger variety of colors. Due to some changes that occur while saving the image, no matter how pure a primary color used to mask the image, there would be some accidental blending along the edges of the unmasked portion of the image. This resulted in a very noticeable outline. To avoid this, a comparison between primary colors was made instead of a direct value check. For instance, blue was used to mask out unwanted areas. When processing the image, the blue content of the pixel would be compared to the red content, since the blue area would be more blue than red. This worked fine with areas containing high red values. However an issue was faced when trying to process more colorful images. This was seen the most with the eye objects. Since the eyes are blue and white, and the skin mostly of redder hues, masking for any of the primary colors and then comparing it to another would result in accidental omission of part of the image.
Chapter 4

Analysis

The problem this thesis addresses is complex in the fact that it requires favorable results for multiple hypotheses before the main hypothesis can be addressed. The central hypothesis to this thesis is that fear-eliciting media produced procedurally will be unique to the user. Before one can answer this question, one must answer the following: Can fear be detected using a very small sample size, and is it possible for images to become scarier using the genetic algorithm method.

4.1 Fear Detection

The first issue, of fear detection, was validated using a leave-one-out method on the data gathered in the first stage of the experiment, artificially duplicated due to the low sample size. The expectation was not an exact match, but rather that each sample would be rated correctly relative to each other, for the precise amount of fear induced is not required to discern whether one item is scarier than another. Figure 4.1 shows the results of this analysis alongside the distribution of the samples. The blue line indicates the scores given by the subject after viewing each of the film clips. The red line is the predicted score based on the physiological data gathered from the subject while viewing each of the film clips. Scores closer to the mean found better matches in the regression than those on either end of the spectrum, which output value seemed to be pushed towards the mean in the regression. Overall, each regression was a reasonable fit for relative fear intensity detection.
(a) Data from subjects 7 (below) and 11 (above). The detected signals while viewing the face are low.

(b) Data from subjects 5 (above) and 9 (below). The detected signals while viewing the face are high.

Figure 4.1: The graphing of the user provided target scores against the scores computed and the detected scores while viewing generated material. The distribution of reported scores is shown on the right.
However, when shown the procedurally generated images, there was no significant difference between faces. Every subject’s physiological data would indicate the faces to be a low scoring item, and each face would be exactly the same, as shown by the green line in Figure 4.1a. It should be noted that the faces did not score the subject’s regression’s equivalent of a zero, but rather around 1 for two subjects and just above 3 for the other two. Those that scored much higher had higher averages for their training data than those who’s data returned around a one. It is to be noted that the subjects that scored higher on average identified themselves to have emotional disorders that could contribute to higher scoring. This data is displayed in 4.1b. The scores of the procedurally generated images are reflected by the horizontal line. This results could be caused by not having a robust enough generative process to produce strong and varied responses, or that noise masked the subtle fluctuations. Given that, validation of the second question needed a different method.

4.2 Increase in Fear-Elicitation of Generative Media

The second half of the subjects were asked to rate the faces just as they had the movie clips in stage one. This was done with the thought that the subject’s direct answers would be more reactive to subtle differences in the faces than the generated score form the physiological data. The subjects did in fact give scores that differed from face to face, and in the end, there was a noticeable trend towards higher scoring faces by the end of the fifth generation. Three different variations of the genetic algorithm were used. Two of the major differences between the methods are shown in Figure 4.2.

4.2.1 Variation One - Top Four Unique Scores Chosen, One Random Individual Introduced

The first variation used was an implementation that picked the top four uniquely scoring faces to pass on genes, with one random face in every generation after the first. This caused genetic variability that may not be seen in other forms of the algorithm. The scores from the two trials (ID 6 and ID 12) that used this implementation showed the greatest percentage
(a) The method of propagation for variations that use only one random individual (variation one and two). The fittest individual breeds twice with each of the other top four individuals.

(b) The method of propagation for variation three that use four random individuals. The fittest individual breeds once with each of the other top four individuals.

Figure 4.2: Propagation methods.
of increase overall, with increases of 82.24 percent and 41.54 percent respectively. More testing will be needed to validate that the implementation is the cause of this increase. Subject 12’s scores were updated in accordance with identified scoring methodology. Subject 12 would mark repeated faces as a one when the score should be the same for repeated faces. Table 4.1 shows the scores for the first and the fifth generations. Those asterisked are scores that were updated. Figure 4.3 shows the change of the average score through the five generations. A T-test was run on the change of the mean from the first to the fifth generation. ID 6’s p-value ended up being 0.000, with 13 degrees of freedom. ID 12’s p-value ended up being 0.028, with 13 degrees of freedom. It can be said with at least 97 percent confidence that the increase of scores between the two generations is statistically significant.

Table 4.1: Scores for the First and Fifth Generations for Subjects 6 and 12

<table>
<thead>
<tr>
<th>ID 6 Gen 1</th>
<th>ID 6 Gen 2</th>
<th>ID 12 Gen 1</th>
<th>ID 12 Gen 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>2.0</td>
<td>1.0</td>
<td>5</td>
</tr>
<tr>
<td>1.5</td>
<td>1.9</td>
<td>1.0</td>
<td>5*</td>
</tr>
<tr>
<td>0.1</td>
<td>2.0</td>
<td>3.0</td>
<td>5*</td>
</tr>
<tr>
<td>1.3</td>
<td>2.1</td>
<td>5.0</td>
<td>5</td>
</tr>
<tr>
<td>1.2</td>
<td>2.1</td>
<td>5.0</td>
<td>4</td>
</tr>
<tr>
<td>1.0</td>
<td>2.3</td>
<td>2.5</td>
<td>5*</td>
</tr>
<tr>
<td>1.1</td>
<td>1.9</td>
<td>1.0</td>
<td>5*</td>
</tr>
<tr>
<td>1.5</td>
<td>1.8</td>
<td>5.0</td>
<td>5*</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>5.0</td>
<td>2</td>
</tr>
<tr>
<td>1.0</td>
<td>1.9</td>
<td>4.0</td>
<td>5</td>
</tr>
</tbody>
</table>

### 4.2.2 Variation Two - Top Four Scores Chosen, One Random Individual Introduced

The second variation picked the top four highest scoring faces to pass on genes, with one random face in every generation after the first. This variation focused on the genes of those that scored highest only, where as the first variation allowed lower scoring images to pass on traits. The scores from the two trials (ID 3 and ID 14) that used this implementation showed increases of 27.27 percent and 25.16 percent respectively. Subject 14’s scores were
updated in accordance with identified scoring methodology. Subject 3 would mark repeated faces as a one when the score should be the same for repeated faces. Table 4.2 shows the scores for the first and the fifth generations. Those asterisked are scores that were updated. Figure 4.4 shows the change of the average score through the five generations. A T-test was run on the change of the mean from the first to the fifth generation. ID 3’s p-value ended up being 0.153, with 17 degrees of freedom. The null hypothesis that the means for the generations are the same for ID 3 cannot be disproven. ID 14’s p-value ended up being 0.016, with 17 degrees of freedom. It can be said with at least 98 percent confidence that the increase of scores between the two generations is statistically significant.

### 4.2.3 Variation Three - Top Four Scores Chosen, Four Random Individual Introduced

The third variation picked the top four highest scoring faces to pass on genes, with four random face in every generation after the first. This variation had potential to provide
Table 4.2: Scores for the First and Fifth Generations for Subjects 3 and 14

<table>
<thead>
<tr>
<th>ID 3 Gen 1</th>
<th>ID 3 Gen 2</th>
<th>ID 14 Gen 1</th>
<th>ID 14 Gen 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.2</td>
</tr>
<tr>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.3</td>
</tr>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.5</td>
<td>2.2</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
<td>1.9</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0*</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>1.0</td>
<td>2.0*</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>1.0</td>
<td>2.0*</td>
<td>2.2</td>
<td>2.4</td>
</tr>
</tbody>
</table>

more new traits every generation due to the four randomly produced faces, potentially increasing genetic diversity. The scores from the two trials (ID 15 and ID 16) that used this implementation showed increases of 33.21 percent and 19.34 percent respectively. Subject 15’s scores were rounded to the nearest tenth. Table 4.3 shows the scores for the first and the fifth generations. Those asterisked are scores that were updated. Figure 4.5 shows the change of the average score through the five generations. A T-test was run on the change of the mean from the first to the fifth generation. ID 15’s p-value ended up being 0.004, with 15 degrees of freedom. ID 16’s p-value ended up being 0.035, with 12 degrees of freedom. It can be said with at least 96 percent confidence that the increase of scores between the two generations is statistically significant.

4.2.4 Concluding Remarks for the Increase in Fear-Elicitation of Generative Media

When all of the subject’s trials are taken into account, we find that there is, on average, a 107.44 percent increase from generation one to generation five. The average score given to the faces of generation one was a 1.21. The average score for the fifth generation is 2.51. A T-test was performed on the data in total and a p-value of .001 was generated with 117 degrees of freedom. This means that with 99.9 percent certainty we can reject the null hypothesis that the averages between the two generations for all subjects is the same and
accept that there is a significant increase in score from generation one to generation five. Thus our hypothesis that the generated material can become scarier is confirmed. It is to be noted, however, that many subjects found the images more unsettling or creepy versus scary. This discrepancy will be explored in the next chapter.

### 4.3 Uniqueness of Generated Media

With the two hypotheses showing favorable results, we can address the main hypothesis. We compared the top scoring face from each of the six subject’s generation five outputs for similarity. If there is more than one face with the same score, the first face shown in the generation of that score is be used. The faces are shown in Figure 4.6. Each of the pair of faces from each of the genetic algorithm variations is compared. Each face is be masked such that facial features are blue, and non-facial feature parts of the image are tinted red. Each pair of faces is then summed together, such that the blue areas of each of the faces
Table 4.3: Scores for the First and Fifth Generations for Subjects 15 and 16

<table>
<thead>
<tr>
<th>ID 15 Gen 1</th>
<th>ID 15 Gen 2</th>
<th>ID 16 Gen 1</th>
<th>ID 16 Gen 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>3.0*</td>
<td>2.5</td>
<td>1.9</td>
</tr>
<tr>
<td>2.0</td>
<td>3.3</td>
<td>1.2</td>
<td>2.1</td>
</tr>
<tr>
<td>1.0</td>
<td>2.7</td>
<td>1.2</td>
<td>2.2</td>
</tr>
<tr>
<td>3.0</td>
<td>3.4</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>3.0</td>
<td>2.9</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>2.0</td>
<td>3.8*</td>
<td>1.8</td>
<td>2.2</td>
</tr>
<tr>
<td>3.0</td>
<td>3.9</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>3.0</td>
<td>3.2</td>
<td>2.3</td>
<td>1.8</td>
</tr>
<tr>
<td>2.0</td>
<td>2.5</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>3.0</td>
<td>3.3*</td>
<td>1.2</td>
<td>2.2</td>
</tr>
</tbody>
</table>

appear on one face. This face is then compared to the face with the lower level of blue. The summed images are shown in Figure 4.7. The statistics for each of the faces are shown in Tables 4.4, 4.5, and 4.6. In the end, a pairwise T-test was performed between the number of blue pixels in the images with a lower number of blue pixels and the number of pixels of the summed images for each image pair. The result was a p-value of a .002 for a one-tailed test. Given this, we can reject with a 99.8 percent confidence that the null hypothesis that the low-blue image and the summed image have the same number of blue pixels and accept that the summed image has a significant amount more blue pixels. This means that there is an amount of different blue pixels in the other image of the pair, which would suggest that this image is significantly different from the other low-blue image.

Table 4.4: Number and percentage of blue pixel for the images from ID 3, ID 14 and the summed image of the two.

<table>
<thead>
<tr>
<th>Blue pixels</th>
<th>ID 3</th>
<th>ID 14</th>
<th>Summed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue pixels</td>
<td>65217</td>
<td>60317</td>
<td>99681</td>
</tr>
<tr>
<td>Percentage</td>
<td>24.878</td>
<td>23.009</td>
<td>38.025</td>
</tr>
</tbody>
</table>
Figure 4.5: The average fear scores for each generation of ID 15 and ID 16.

Table 4.5: Number and percentage of blue pixel for the images from ID 6, ID 12 and the summed image of the two.

<table>
<thead>
<tr>
<th></th>
<th>ID 6</th>
<th>ID 12</th>
<th>Summed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue pixels</td>
<td>58713</td>
<td>27246</td>
<td>74850</td>
</tr>
<tr>
<td>Percentage</td>
<td>22.397</td>
<td>10.394</td>
<td>28.553</td>
</tr>
</tbody>
</table>

Table 4.6: Number and percentage of blue pixel for the images from ID 15, ID 16 and the summed image of the two.

<table>
<thead>
<tr>
<th></th>
<th>ID 15</th>
<th>ID 16</th>
<th>Summed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue pixels</td>
<td>71422</td>
<td>45755</td>
<td>94897</td>
</tr>
<tr>
<td>Percentage</td>
<td>27.245</td>
<td>17.454</td>
<td>36.189</td>
</tr>
</tbody>
</table>
(a) The fittest face of generation 5 for ID 3 with a fear rating of 2.

(b) The fittest face of generation 5 for ID 14 with a fear rating of 2.4.

(c) The fittest face of generation 5 for ID 6 with a fear rating of 2.3.

(d) The fittest face of generation 5 for ID 12 with a fear rating of 5.

(e) The fittest face of generation 5 for ID 15 with a fear rating of 3.9.

(f) The fittest face of generation 5 for ID 16 with a fear rating of 2.2.

Figure 4.6: The fittest faces of generation 5 as rated by each of the subjects. Each face is to be compared with the one next to it.
Figure 4.7: The overlay of each pair of faces used to analysis the differences between faces in the pair.
Chapter 5

Conclusions

5.1 Current Status

The system built was able to fulfill the hypothesis, with a few reservations discussed in the next section. The system is able to detect fear and create unique stimuli that gets scarier through each generation. However, we can only use the word "scarier" here loosely, since the score used to obtain such images was from the regression trained to the physiological data gathered while subjects viewed fear-inducing material, but from user rating. Many of the subjects noted that the images shown were not scary, but rather creepy or unsettling. Although this is not exactly what was intended, it is a start. Another interesting piece of information gained from the participants of the user-rated trials was that each of the subjects found different aspects of the face disturbing, leading to the now confirmed differences in the faces. One subject cited the lack of eyes to be a large factor in rating, where as another subject indicated that larger and more abundant eyes increased their rating instead. Others still indicated that faces that were only slightly off in size or position of features increased the given score. Users also indicated that if the room were darker, context given, or faces were not repeated, a stronger response would have been triggered.

5.2 Future Work

One of the hypothesized reasons why the score generated from the physiological data while viewing the faces did not differ from face to face is that the stimuli was not intense enough relative to the training data to make much of a difference. The training data was acquired
while using movie clips, which included sound, motion and context that the face images did not. These were not in the scope of this project, but if a system that could produce animated stimuli containing audio, it would be very interesting to see what would be produced. This also addresses many of the comments obtained from the subjects saying that the faces were not fear-eliciting as much as they were creepy. The more complicated media may be able to produce the desired affect more readily.

An uncanny response can be gained from audio. The fear-eliciting comes from hearing what would be familiar sounds in relevant contexts, but rather these sounds are slightly off from what is expected in such a way that the threat cannot be discerned [21]. A common instance found in horror movies is the use of sounds that mimic animal cries, a natural alerting sound for humans. These sounds however are manipulated to hide the threat while maintaining the alerting power. By playing up fearful responses gained through evolution from threatening sounds, paired with a fear-inducing image, a rich fear experience can be obtained. Audio seems a fair bit more popular as an output from a genetic algorithm, most studies focusing on procedural music, as in [27]. For our purposes, something as complex as a fully on musical composition is above and beyond. It has been found that in such studies, such as [14] and [35], focus on qualities indicative of more complicated pieces, such as pitch, tempo, and rhythm.

Animation is another area that has seen its share of genetic algorithms. Many of them place fitness on the ability of n-pedal characters to walk [13] [28] or avoid collisions [53]. Using the given faces, it could be conceivable to give it motion or to morph between the different versions of the faces through the generations. The third factor lacking in the face images as compared to the movies is context, and that is a bit harder to produce procedurally through genetic algorithms, if at all possible. One may need to give context in a different way and use audio and animation to augment the experience.

Another good addition to this project would to allow it to be a online system, meaning that it would react to the physiological data in real time without a pause to process data. It was difficult to sync data using multiple programs to collect the data. The original intent
was to use a single program to collect the data from all the modalities, but this type of program was not available. It could have been possible to write a few more scripts to align the data, but such was not done. It, however, still stands as an alternative to the single program.

Although it was researched and very promising, this study could not incorporate GSR data due to a malfunction with the sensors available. The fear detection may have been crisper with its inclusion. Cleaning the data for noise may have also helped in this, but it was forgone due to time constraints. It was also thought that some noise might actually be indicative to fear responses, such as jumping or tense of the body or cringing of the face. Because this thesis’s intent was not to pinpoint the body’s reaction to fear-stimulus, but rather to ascertain if the subject is in a state of fear overall, it was not pressing to be strict on processing the data.

Once this system is streamlined and made real-time, it could potentially be used in a variety of applications. Video games and other entertainment media are immediate thoughts. Changing the target emotion opens up more possibilities, such as for reactive product design. Potential uses in physiological therapy could also be explored, such as diagnosing and treating various mood disorders. The observation made earlier about differing data from the two participants with mood disorders leads one to believe that the research potential in this area, as well as the others previously mentioned, is promising.
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Figure A.1: This diagram shows the flow of data from the physiological signals to the end fear rating, found in scores.txt.
Figure A.2: The class used to check the differences between two faces.

```java
FaceCheck.java
+ int f1blue
+ int f2blue
+ int tbblue
+ convertFace(ArrayList<FacialFeature> face,
    String id) -> BufferedImage
+ addFaces(BufferedImage f1, BufferedImage f2) -> BufferedImage
+ main(String[] args) -> void
```

Figure A.3: The genetic class is the main driver of the media generation.

```java
Genetic.java
+ ArrayList<FacialFeature> bestFace
+ Random rand
+ float bestScore
+ ArrayList<FacialFeature> curGen
+ generateRandomFace() ->
    ArrayList<FacialFeature>
+ generateMouth() -> ArrayList<FacialFeature>
+ createface(ArrayList<FacialFeature face, String id) -> void
+ generateOriginalFace() ->
    ArrayList<FacialFeature>
+ getSeq(ArrayList<FacialFeature> prod) -> String
+ generateFace(String seq) ->
    ArrayList<FacialFeature>
+ mutate(String child) -> String
+ validate(ArrayList<FacialFeature>) -> boolean
+ propagate(ArrayList<String> seqs) ->
    ArrayList<String>
+ main(String[] args) -> void
```
Figure A.4: FacialFeature is the base class to Eyebrows, LeftEye and RightEye.
Figure A.5: FacialFeature is also the base class to LowerJaw, LowerLip, UpperLip and Nose.
Appendix B

User Manual

The following is to run the genetic algorithm to produce faces.

The program can be run in two ways, either with no command line arguments, or one.

java Genetic

will cause the program to come up with its own initial population consisting of 9 randomly generated faces and the original face.

If one runs the program with one argument such as

java Genetic base.txt

it will use the faces specified in the file. Each line depicts a single face. For more information on how each face is formatted, please refer to the toString() function found in each of the classes deriving from FacialFeature.

One the program is running, it will initialize the first population. It will wait for any input besides ’0’ to produce the images described by the first generation. If ’0’ is given at any point, the faces listed in the current generation are outputted to ”out.txt”. If the ’0’ comes before any other input in the generation, the program also quits.

After input besides ’0’ is received, faces are outputted to numbered faces files, such as ”face1.txt”. It will then wait for the input ’2’. At this point, a score file named ”score.txt” should be available, for it is needed to check the fitness of each of the faces. This file is formatted that each face is given a line, with the float score following the face’s id. The program then waits for any other input or a ’0’ to repeat the process.