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Abstract

Cancers of the soft tissue reign among the deadliest diseases throughout the world and effective treatments for such cancers rely on early and accurate detection of tumors within the interior of the body. One such diagnostic tool, known as elasticity imaging or elastography, uses measurements of tissue displacement to reconstruct the variable elasticity between healthy and unhealthy tissue inside the body. This gives rise to a challenging parameter identification inverse problem, that of identifying the Lamé parameter $\mu$ in a system of partial differential equations in linear elasticity. Due to the near incompressibility of human tissue, however, common techniques for solving the direct and inverse problems are rendered ineffective due to a phenomenon known as the “locking effect”. Alternative methods, such as mixed finite element methods, must be applied to overcome this complication. Using these methods, this work reposes the problem as a generalized saddle point problem along with a presentation of several optimization formulations, including the modified output least squares (MOLS), energy output least squares (EOLS), and equation error (EE) frameworks, for solving the elasticity imaging inverse problem. Subsequently, numerous iterative optimization methods, including gradient, extragradient, and proximal point methods, are explored and applied to solve the related optimization problem. Implementations of all of the iterative techniques under consideration are applied to all of the developed optimization frameworks using a representative numerical example in elasticity imaging. A thorough analysis and comparison of the methods is subsequently presented.
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I. INTRODUCTION

I.1 Problem Background

Combined, deaths from soft-tissue cancers make up a majority of cancer deaths worldwide [Cancer (Fact Sheet No. 297), WHO, 2013]. Even the most effective treatments for these types of cancer benefit greatly from as early a detection as possible, but finding soft-tissue tumors is a notoriously difficult task. Palpation is a standard medical practice for finding soft-tissue tumors where a doctor manually applies a force to the patient’s body and feels for harder “lumps” in the surrounding softer tissue. Palpation uses the fact that changes in the macroscopic/microscopic structure of tissue correlate with changes in tissue health (see [45]). Unfortunately, the actual practice of palpation is subjective and usually limited to finding exceptionally hard nodules near the skin’s surface. Other techniques, like ultrasound, can also take advantage of these same differences in tissue stiffness and be used to diagnose tumors further within the body, but even hard growths or other lesions can lack the particular acoustical properties for detection. Researchers have recently sought to use these elastic differences to develop a more quantitative approach to tumor detection, giving rise to the field of elasticity imaging methods for tumor detection (see [3] and the cited references therein).

Elasticity imaging seeks to extend methods like palpation and ultrasound to identify likely tumors. A relatively small external quasistatic compression force is applied to the tissue under examination and the tissue’s axial displacement field is determined either through direct measurement, or alternatively through an indirect method such as the comparison of an undeformed and deformed image.

The measured data along with a method for solving a challenging inverse problem in linear elasticity (outlined in the sections below) then allow for the recovery of the tissue’s variable elasticity and the subsequent determination of likely tumor sites.
I.2 Model of Linear Elasticity

We consider a model of elasticity in the human body based on the following system of partial differential equations:

\[-\nabla \cdot \sigma = f \quad \text{in } \Omega, \tag{I.1a}\]
\[\sigma = 2\mu \varepsilon(u) + \lambda \text{div} \, u \quad \text{I}, \tag{I.1b}\]
\[u = g \quad \text{on } \Gamma_1, \tag{I.1c}\]
\[\sigma n = h \quad \text{on } \Gamma_2. \tag{I.1d}\]

In the above system, the domain \(\Omega\) is taken as a subset of \(\mathbb{R}^2\) (or \(\mathbb{R}^3\)) with the boundary \(\partial \Omega = \Gamma_1 \cup \Gamma_2\). \(f\) is the external force applied to the body and \(u = u(x) = \begin{bmatrix} u_1(x) \\ u_2(x) \end{bmatrix}\) is the vector-valued displacement that satisfies \(I.1\). \(I.1a\) arises from Newton’s laws of motion and taken along with \(I.1b\), indicates that \(u\) is the solution that minimizes the potential energy stored in the internal stresses of the object [51]. \(I.1b\), known as the stress-strain law, holds under the assumption that the material is isotropic and that the displacement remains small enough to ensure a linear relationship. In \(I.1b\), \(\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T)\) is the linearized strain tensor where \(\nabla u\) is the so-called displacement gradient [10]. In two dimensions, the displacement gradient takes the form

\[\nabla u = \begin{bmatrix} \frac{\partial u_1}{\partial x_1} & \frac{\partial u_1}{\partial x_2} \\ \frac{\partial u_2}{\partial x_1} & \frac{\partial u_2}{\partial x_2} \end{bmatrix},\]

thus giving

\[\varepsilon(u) = \begin{bmatrix} \frac{\partial u_1}{\partial x_1} & \frac{1}{2}(\frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1}) \\ \frac{1}{2}(\frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1}) & \frac{\partial u_2}{\partial x_2} \end{bmatrix}.\]

\(g\) and \(h\) are the boundary conditions that \(u\) must meet on the sub-boundaries \(\Gamma_1\) and \(\Gamma_2\), respectively, with \(n\) being the unit outward normal. The coefficients \(\mu\) and \(\lambda\) are the Lamé parameters which completely describe the object’s physical elastic properties.

To illustrate the problem further, we examine a simple two-dimensional square elastic membrane in figure 1. In figure 1a prior to the application of \(f\) to the object, we consider some “speck”, \((x, y)\), on the membrane. After \(f\) is applied in 1b, \((x, y)\) has been displaced to a new point \((x', y')\). \(u(x, y)\) is then the vector in \(\mathbb{R}^2\) taking \((x, y)\) to \((x', y')\).

The direct problem is thus to find the displacement \(u\) that satisfies \(I.1\) when the functions \(g, h\), the variable coefficients \(\mu\) and \(\lambda\), and the force \(f\) are all given. The related parameter identification
inverse problem would be to identify $\mu$ and $\lambda$ given a measurement $z$ of $u$. However, in the specific case of the elasticity imaging problem, we consider only the identification of $\mu$.

Soft tissue's underlying structure consists of cells, collagen, and other constituents all immersed in a fluid consisting primarily of water. The properties of the structure are described by the shear modulus $\mu$ and the fluid's properties are instead dominated by the compressibility modulus $M = \lambda + 2\mu$. Thus when $\lambda \gg \mu$, it follows that $M \approx \lambda$. Materials having this condition, such as soft tissue within the human body (see [146] for details), are known as *nearly incompressible* and as will be detailed below, render certain classical methods of solving both the direct and inverse problem ineffective. See [57, 58, 58, 74, 77] for a thorough development of the more general inverse problem of identifying both Lamé parameters.

In Figure 2, we see a scenario in which the model [146] can be applied to the identification of tumors inside the body.
I.3 Mathematical Challenges in the Tumor Location Problem

Apart from the general complexity of the isotropic linear elasticity model in I.1, the near incompressibility of the material in question and several other factors give rise to additional significant complications.

Before continuing with a discussion of these complexities, though, we first review some necessary nomenclature and notation.

First, we denote the tensor product of two 2-tensors \( A \) and \( B \) by \( A : B \) with

\[
A : B = A_{11}B_{11} + A_{12}B_{12} + A_{21}B_{21} + A_{22}B_{22}
\]

Given a smooth domain \( \Omega \subset \mathbb{R}^2 \), the \( L_2 \)-norm of a tensor-valued function \( A = A(x) \) is given by

\[
\|A\|_{L^2}^2 = \|A\|_{L^2(\Omega)}^2 = \int_{\Omega} A : A = \int_{\Omega} \left( A_{11}^2 + A_{12}^2 + A_{21}^2 + A_{22}^2 \right).
\]

For a vector-valued function \( u(x) = (u_1(x), u_2(x))^T \), the \( L_2 \)-norm and the \( H^1 \)-norm are given by

\[
\|u\|_{L^2}^2 = \|u\|_{L^2(\Omega)}^2 = \int_{\Omega} \left( u_1^2 + u_2^2 \right)
\]

\[\footnote{Feynman referred to the related equations of motion in linear elasticity as “horrible”?} \]

Figure 2: Diagram of possible elasticity imaging scenario
\[ \|u\|_{H^1}^2 = \|u\|_{H^1(\Omega)}^2 = \|u\|_{L^2}^2 + \|\nabla u\|_{L^2}^2, \]

respectively.

To maintain clarity in the subsequent formulations, we make the simplifying assumption that \( g = 0 \) in (I.1). We then take the space of test functions, \( \hat{V} \), given by:

\[ \hat{V} = \{ \bar{v} \in H^1(\Omega) \times H^1(\Omega) : \bar{v} = 0 \text{ on } \Gamma_1 \} \]

where \( H^1(\Omega) \) is the familiar Sobolev space (see Section VIII.1 for more details).

Taking some \( \bar{v} \in \hat{V} \) and multiplying through (I.1a), we have the following relation from Green’s identity:

\[ \int_{\Omega} (\nabla \cdot \sigma) \cdot \bar{v} = - \int_{\Omega} \sigma : \varepsilon(\bar{v}) + \int_{\Gamma} \sigma n \cdot \bar{v}. \]

Applying boundary conditions (I.1c) and (I.1d), we then have

\[ - \int_{\Omega} (\nabla \cdot \sigma) \cdot \bar{v} = \int_{\Omega} \sigma : \varepsilon(\bar{v}) - \int_{\Gamma_1} gn \cdot \bar{v} - \int_{\Gamma_2} h\bar{v} \]
\[ = \int_{\Omega} \sigma : \varepsilon(\bar{v}) - \int_{\Gamma_2} h\bar{v}. \]

Now, applying (I.1b) we have

\[ \int_{\Omega} \sigma : \varepsilon(\bar{v}) = \int_{\Omega} (2\mu \varepsilon(\bar{u}) + \lambda \text{div } uI) : \varepsilon(\bar{v}) \]
\[ = \int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} \lambda \text{div } \bar{u} I : \varepsilon(\bar{v}). \]

Noting that from the definition of the tensor product we have

\[ I : \varepsilon(\bar{v}) = \frac{\partial \bar{v}_1}{\partial x_1} + \frac{\partial \bar{v}_2}{\partial x_2} = \text{div } \bar{v}, \]

we can then apply the above to obtain the following weak form of the elasticity system (I.1):

Find \( \bar{u} \in \hat{V} \) such that

\[ \int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} \lambda (\text{div } \bar{u})(\text{div } \bar{v}) = \int_{\Omega} f\bar{v} + \int_{\Gamma_2} h\bar{v}, \quad \text{for every } \bar{v} \in \hat{V}. \]

(I.2)

As noted in the previous section, our focus is on the case where (I.1) describes the response of an isotropic nearly incompressible elastic object, i.e. where \( \lambda \gg \mu \). In cases such as these, large amounts of energy must be introduced to produce small changes in the material’s density \( \mu \).

To get a sense of the complications that arise from such a seemingly innocuous restriction, consider the bilinear form \( \hat{K} : \hat{V} \times \hat{V} \to \mathbb{R} \) arising from (I.2):

\[ \hat{K}(\bar{u}, \bar{v}) = \int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} \lambda (\text{div } \bar{u})(\text{div } \bar{v}). \]
With
\[
\tilde{K}(\bar{v}, \bar{v}) = \int_{\Omega} (2\mu + \lambda) \left[ \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2 \right] + \mu \left[ \left( \frac{\partial v_1}{\partial x_2} \right)^2 + \left( \frac{\partial v_2}{\partial x_1} \right)^2 \right] \\
+ 2\mu \left( \frac{\partial v_1}{\partial x_2} \cdot \frac{\partial v_2}{\partial x_1} \right) + 2\lambda \left( \frac{\partial v_1}{\partial x_2} \cdot \frac{\partial v_2}{\partial x_1} \right)
\]
and
\[
C \|\bar{v}\|_{\hat{V}}^2 = C \|\bar{v}\|_{L^2}^2 + C \|\nabla \bar{v}\|_{L^2}^2 \\
= C \int_{\Omega} (v_1^2 + v_2^2) + C \int_{\Omega} \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_1}{\partial x_2} \right)^2 + \left( \frac{\partial v_2}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2,
\]
if we take \( C \geq (2\mu + \lambda) \) such that
\[
C \int_{\Omega} (v_1^2 + v_2^2) \geq 2\mu \left( \frac{\partial v_1}{\partial x_2} \cdot \frac{\partial v_2}{\partial x_1} \right) + 2\lambda \left( \frac{\partial v_1}{\partial x_2} \cdot \frac{\partial v_2}{\partial x_1} \right),
\]
then we obtain
\[
\tilde{K}(\bar{v}, \bar{v}) \leq C \|\bar{v}\|_{\hat{V}}^2 \quad \text{for all } \bar{v} \in \hat{V}.
\]
Thus \( \tilde{K}(\cdot, \cdot) \) is bounded.

We now note that
\[
2 \min(\mu, \mu + \lambda) (\varepsilon(\bar{v}) : \varepsilon(\bar{v})) \leq (2\mu \varepsilon(\bar{v}) + \lambda \text{div} \bar{v}) : \varepsilon(\bar{v}) \quad \text{for all } \bar{v} \in \hat{V}.
\]
Furthermore, supposing that \( \mu > 0 \), it follows that \( 2 \min(\mu, \mu + \lambda) = 2\mu \) since \( \lambda \gg \mu \). From Korn’s inequality, there exists a constant \( \kappa > 0 \) such that
\[
\kappa \|\bar{v}\|_{\hat{V}} \leq \|\varepsilon(\bar{v})\|_{L^2} \quad \text{for all } \bar{v} \in \hat{V}.
\]
Combining these two inequalities then gives
\[
\alpha \|\bar{v}\|_{\hat{V}}^2 \leq \tilde{K}(\bar{v}, \bar{v}) \quad \text{for all } \bar{v} \in \hat{V}
\]
where \( 0 < \alpha \leq \min(2\kappa^2 \mu, \mu) \). Therefore \( \tilde{K}(\cdot, \cdot) \) is also coercive and subsequently \( \hat{V} \)-elliptic.

However, if we consider a finite-dimensional subspace \( \hat{V}_h \) of \( \hat{V} \) and \( u \in \hat{V} \) a solution to (I.2) with \( u_h \in \hat{V}_h \) the corresponding finite-dimensional solution, then from Céa’s lemma it follows that
\[
\|u - u_h\|_{\hat{V}} \leq \frac{C}{\alpha} \|u - v_h\|_{\hat{V}} \quad \text{for all } v_h \in \hat{V}_h.
\]
With \( \lambda \gg \mu \), \( C \geq 2\mu + \lambda \), and \( \alpha \leq \mu \), the ratio \( \frac{C}{\alpha} \) is large and thus the actual error is larger, perhaps significantly so, than the approximation error. This phenomenon, termed *Poisson locking*,
volume locking, or more generally simply the locking effect renders classical finite element methods ineffective for this problem (see [30]).

Throughout the literature, various strategies have been used to overcome the locking effect. Least-squares finite element methods [35], discontinuous Galerkin methods [70], and mixed finite element methods [31] have all been used to this end. One of the most popular of these approaches has been the mixed finite elements approach, which in the present context, introduces a pressure term $p \in Q = L^2(\Omega)$ such that

$$p = \lambda (\text{div} \bar{u}).$$  \hspace{1cm} (I.4)

This gives the weak form:

$$\int_{\Omega} (\text{div} \bar{u})q - \int_{\Omega} \frac{1}{\lambda} pq = 0, \text{ for every } q \in Q. \hspace{1cm} (I.5)$$

By using relation (I.4), the weak form of (1.2) now reads: Find $\bar{u} \in \hat{V}$ such that

$$\int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} p(\text{div } \bar{v}) = \int_{\Omega} f\bar{v} + \int_{\Gamma_2} \bar{v} h, \text{ for every } \bar{v} \in \hat{V}, \hspace{1cm} (I.6)$$

where the pressure $p$ is also an unknown satisfying (I.5).

Subsequently, the problem of finding only $\bar{u} \in \hat{V}$ satisfying (1.2) has now been transformed into the problem of finding $(\bar{u}, p) \in \hat{V} \times Q$ satisfying both (I.5) and (I.6). Equations (I.5) and (I.6) can either be studied in the framework of saddle point problems (see below and §II for a detailed development of this topic) or can be combined and studied as a single variational problem. We will now briefly examine this latter approach.

We define $V = \hat{V} \times Q$ and consider the problem of finding $u = (\bar{u}, p) \in V$ such that for every $v = (\bar{v}, q) \in V$, we have

$$\int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} p(\text{div } \bar{v}) - \int_{\Omega} (\text{div } \bar{u})q + \int_{\Omega} \frac{1}{\lambda} pq = \int_{\Omega} f\bar{v} + \int_{\Gamma_2} \bar{v} h.$$  

This gives rise to the bilinear form $\tilde{K} : V \times V \rightarrow \mathbb{R}$ by

$$\tilde{K}((\bar{u}, p), (\bar{v}, q)) = \int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} (\text{div } \bar{v})p - \int_{\Omega} (\text{div } \bar{u})q + \int_{\Omega} \frac{1}{\lambda} pq.$$  

Through the imposition of suitable conditions, it can be shown that $\tilde{K}$ is both coercive and continuous. Thus the Lax-Milgram lemma ensures the existence of a unique solution $u \in V$. However, the coercivity of $\tilde{K}$, although sufficient to give uniqueness, is still affected by the value $\frac{1}{\lambda}$. Again, in the case of large $\lambda$, this indicates numerical instability.
We will conclude this section with a brief summary of the saddle point approach to the nearly incompressible linear elasticity problem (expanded and generalized in §II). A classic treatise on this approach using mixed finite element methods can be found in Brezzi and Fortin [31]. As they detail, the development of saddle point problems for nearly incompressible linear elasticity is rooted in convex analysis and duality theory.

For a given convex functional $F(\bar{v})$ on $\hat{V}$, we define the conjugate functional $F^*(\bar{v}^*)$ on the dual space $\hat{V}'$ of $\hat{V}$ such that

$$F^*(\bar{v}^*) = \sup_{\bar{v} \in \hat{V}} \left\{ \langle \bar{v}, \bar{v}^* \rangle_{\hat{V} \times \hat{V}'} - F(\bar{v}) \right\}$$

or symmetrically

$$F(\bar{v}) = \sup_{\bar{v}^* \in \hat{V}'} \left\{ \langle \bar{v}, \bar{v}^* \rangle_{\hat{V} \times \hat{V}'} - F^*(\bar{v}^*) \right\}.$$  \hspace{1cm} (I.7)

We also note that the solution $u$ to the underlying system of equations (I.1) can equivalently be viewed as a solution to the problem of minimizing the elastic system’s energy:

$$\inf_{\bar{v} \in \hat{V}} \left\{ \frac{1}{2} \left[ \int_{\Omega} \lambda |\text{div } \bar{v}|^2 + \int_{\Omega} 2\mu |\varepsilon(\bar{v})|^2 \right] - \int_{\Omega} f \bar{v} - \int_{\Gamma_2} h \bar{v} \right\}. \hspace{1cm} (I.8)$$

Now, taking $F(\bar{v})$ as

$$F(\bar{v}) = \frac{1}{2} \int_{\Omega} \lambda |\text{div } \bar{v}|^2 = \left< \frac{\lambda}{2} \text{div } \bar{v}, \text{div } \bar{v} \right>$$

and applying (I.7) we then have

$$\frac{1}{2} \int_{\Omega} \lambda |\text{div } \bar{v}|^2 = \sup_{q \in Q} \left\{ \langle \text{div } \bar{v}, q \rangle - \frac{1}{4} \left< \frac{2}{\lambda} q, q \right> \right\} = \sup_{q \in Q} \left\{ \int_{\Omega} (\text{div } \bar{v}) q - \frac{1}{2} \int_{\Omega} \frac{1}{\lambda} |q|^2 \right\}.$$  \hspace{1cm} (I.9)

Substituting the above into (I.8) then gives the problem

$$\inf_{\bar{v} \in \hat{V}} \sup_{q \in Q} \left\{ \frac{1}{2} \int_{\Omega} 2\mu |\varepsilon(\bar{v})|^2 + \int_{\Omega} q \text{div } \bar{v} - \frac{1}{2} \int_{\Omega} \frac{1}{\lambda} |q|^2 - \int_{\Omega} f \bar{v} - \int_{\Gamma_2} h \bar{v} \right\}. \hspace{1cm} (I.9)$$

Thus the solution $(\bar{u}, p) \in \hat{V} \times Q$ to the saddle point problem (I.9) is the solution to the system

$$\int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) + \int_{\Omega} p \text{div } \bar{v} = \int_{\Omega} f \bar{v} + \int_{\Gamma_2} h \bar{v} \quad \text{for every } \bar{v} \in \hat{V},$$

$$\int_{\Omega} q \text{div } \bar{u} - \int_{\Omega} \frac{1}{\lambda} pq = 0 \quad \text{for every } q \in Q.$$
I.4 Literature Review

Before covering the approach to the the elasticity imaging problem developed in the remaining sections of this work, we will first consider the historical development of the problem through a review of literature.

As noted in the introduction, many authors have contributed significantly to the general approach of using varying elastic properties of identifying unhealthy tissue. In 1990, Parker et al. [118] applied low-frequency mechanical vibrations (generally < 1 kHz) to ultrasound phantoms\(^2\) to measure the modulus of elasticity using a computational framework based on finite element methods. Bertrand et al. [23] developed a “speckle” tracking method, also based on ultrasound, for characterizing tissue dynamics with an application to the assessment of skeletal and cardiac muscle contraction. Bamber et al. [12] proposed a semi-quantitative technique for evaluating real-time breast characteristics using ultrasound imaging. Their approach used pattern recognition to classify and rank each diagnostic feature’s utility in diagnosis. All of the above methods assumed known lesion locations and geometry, allowing for the selection of a particular tissue deformation that yielded the optimum elasticity images. Raghavan and Yagle [121] sought a more general approach, placing the problem in an inverse problem framework where elasticity is recovered using measured strains and the equilibrium equations such as those in (I.1). In contrast to some of the other approaches, theirs used finite difference methods to solve the equations of equilibrium. Using a model with finite element methods, Kallel and Bertrand [79] employed a Newton-Raphson algorithm to fit (in a least-squares sense) a set of axial displacement fields estimated using the correlation of ultrasound signals. The Hessian matrix’s general ill-conditioning, something inherent in this approach, was mitigated using Tikhonov regularization (see IV for a more detailed discussion of regularization). In a related approach, Doyley et al. [46], applied an iterative scheme based on a modified Newton-Raphson method to compute the spatial distribution of the Young’s modulus\(^3\). The overall feasibility of reconstructing the tissue’s elastic parameters using knowledge of known displacement and stress boundary conditions was evaluated with computer simulations. We direct the reader to [65] and [93] for additional developments along these same lines.

Barbone and Bamber [14] showed that the elasticity imaging inverse problem does not necessarily have a unique solution without sufficient a priori information about the stiffness along the domain’s boundary. This means that the validity of reconstructions where the stiffness was assumed to

---

\(^2\)Ultrasound phantoms are materials, made of gelatin or other materials, which provide a simulation of body tissue.

\(^3\)The Young’s or elastic modulus, often denoted by $E$, is related to the Lamé parameters by $E = \frac{\mu(3\lambda+2\mu)}{\lambda+\mu}$. 
be constant along the boundary actually depends on whether it truly was constant. Barbone and Bamber’s work also examined other factors and situations that lead to the non-uniqueness of solutions to the inverse problem. In 2003, Oberai et al. [114] considered the identification of the shear modulus in an incompressible elastic medium with linearity when both boundary data and a single component of the displacement field was provided over the entire domain. Using the adjoint elasticity operator, the authors also developed an efficient technique for calculating the gradient of the output least squares functional. In a related but more general direction, Barbone and Gokhale [15] investigated the uniqueness of solutions to the elasticity imaging problem when $N$ linearly independent displacement fields in the domain are known, generalizing beyond the typical case where only a single field is known (i.e. $N = 1$). Taking the input data for the inverse problem as directional displacements in a planar domain under a small quasi-static force, Fehrenbach et al. [50] developed a method of recovering the spatial distribution of the Young’s modulus up to some multiplicative factor as well demonstrated the compactness of the differential of their parameter-to-state (coefficient-to-solution) map.

We note that many of the analyses outlined above deal only with the static/quasi-static approaches to the elasticity imaging inverse problem. For its dynamic counterpart, we direct the reader to Ji and McLaughlin [78], McLaughlin and Yoon [102], Park and Maniatty [117], and the cited references therein. The additionally interesting topic of stochasticity in elasticity imaging is addressed in recent works by Aquilo et al. and by Bochud and Rus [4, 28].

We conclude the review with a consideration of more recent developments in elasticity imaging. In 2010, Arnold et al. [10] used computational clusters to develop efficient numerical methods for identification of the elasticity modulus. Also in 2010, Ammari et al. [7] gave a promising optimization approach based on a discrepancy functional. Additionally, they showed that to recover significantly complex inclusions within a homogeneous medium, the information in the wavefield can be decomposed into a near field portion in the region immediately around the anomaly and a far field portion further away. This differentiation allows for a more precise recovery of the parameter. For more in-depth examinations of modern approaches to the elasticity imaging problem, see [3, 43, 22, 13, 52, 53, 103, 137]. Additionally, a thorough and accessible account of recent developments in elasticity imaging inverse problems can be found in the excellent survey article by Doyley [45].
I.5 Objective and Approach

The main objective of this work is to present a detailed computational study of the elasticity imaging inverse problem outlined above. We show how to repose the inverse problem within an optimization framework and after developing several optimization approaches, we then implement, apply and compare a variety of iterative optimization schemes to each approach.

In the introductory section, §I, we have examined both the underlying forward and inverse problems in elasticity imaging along with a consideration of some of the inherent difficulties found in both problems. This section also provided a brief literature review on the elasticity imaging problem’s background. In §II, we introduce and analyze the modified output least squares (MOLS), energy output least squares (EOLS), and equation error (EE) optimization frameworks for solving the elasticity imaging inverse problem. This section also includes a thorough discussion of the problem’s discretization using mixed finite element methods. §III covers the background of gradient-based and extragradient methods for solving convex optimization problems and detail their application to elasticity imaging. We give detailed implementations of the following gradient and extragradient methods:

- Gradient and Scaled Gradient Projection
- Fast Iterative Shrinkage-Thresholding Method
- Khobotov extragradient method with Marcotte variants
- Goldstein-Type Extragradient methods
- Two-step Extragradient Methods
- Hyperplane Projection Methods

In §IV, we discuss regularization in the context of the related optimization problem and develop iterative methods that use proximal regularization. These schemes include the Hager-Zhang proximal point method and variants using Bregman functions and $\varphi$-divergence. In §V, we take a representative example in elasticity imaging and perform numerical experiments comparing all of the previously discussed iterative optimization methods and for each of the developed optimization frameworks. §VI, §VII, §VIII give some concluding remarks, acknowledgments, and a brief description of some of the the basic notations and definitions, respectively.
II. Computational Framework

II.1 General Saddle Point Problem

Let $\hat{V}$ and $Q$ be real Hilbert spaces, let $B$ be a real Banach space, and let $A$ be a nonempty, closed, and convex subset of $B$. Here $B$ is the coefficient/parameter space and $A$ is the set of all admissible coefficients. Let $a : B \times \hat{V} \times \hat{V} \to \mathbb{R}$ be a trilinear map which we assume to be symmetric with respect to the second and the third arguments. That is, for every $\ell \in B$ and for all $\bar{u}, \bar{v} \in \hat{V}$, we have

$$a(\ell, \bar{u}, \bar{v}) = a(\ell, \bar{v}, \bar{u}).$$

Let $b : \hat{V} \times Q \to \mathbb{R}$ be a bilinear form, let $c : Q \times Q \to \mathbb{R}$ be a symmetric bilinear form, and let $m : \hat{V} \to \mathbb{R}$ be a linear and continuous map. We assume that there are positive constants $\kappa_1, \kappa_2, \varsigma_1, \varsigma_2,$ and $\kappa_0$ such that the following inequalities hold:

\[
\begin{align*}
    a(\ell, \bar{v}, \bar{v}) &\geq \kappa_1 \|\bar{v}\|^2 & \text{for every } \bar{v} \in \hat{V}, \text{ for every } \ell \in A, \\
    a(\ell, \bar{u}, \bar{v}) &\leq \kappa_2 \|\ell\| \|\bar{u}\| \|\bar{v}\| & \text{for every } \bar{u}, \bar{v} \in \hat{V}, \text{ for every } \ell \in A, \\
    c(q, q) &\geq \varsigma_1 \|q\|^2, & \text{for every } q \in Q, \\
    c(q, q) &\leq \varsigma_2 \|q\|^2, & \text{for every } q \in Q, \\
    b(\bar{v}, q) &\leq \kappa_0 \|\bar{v}\| \|q\|, & \text{for every } \bar{v} \in \hat{V}, \text{ for every } q \in Q.
\end{align*}
\]

(II.1)

Presently, we consider the following problem:

Given $\ell \in A$, find $u = (\bar{u}, p) \in V = \hat{V} \times Q$ such that

\[
\begin{align*}
    a(\ell, \bar{u}, \bar{v}) + b(\bar{v}, p) &= m(\bar{v}) & \text{for every } \bar{v} \in \hat{V}, \\
    b(\bar{u}, q) - c(p, q) &= 0 & \text{for every } q \in Q.
\end{align*}
\]

(II.2)

Thus (II.2) represents the optimality condition of the saddle point problem

$$\inf_{\bar{v} \in \hat{V}} \sup_{q \in Q} \left\{ \frac{1}{2} a(\ell, \bar{v}, \bar{v}) + b(\bar{v}, q) - \frac{1}{2} c(q, q) - m(\bar{v}) \right\}.$$ 

Provided with complete information about $\ell$ and $m(\cdot)$, the direct problem is to find $(\bar{u}, p)$, i.e. the solution to (II.2). The inverse problem in the context of the general saddle point problem is then to find a parameter $\ell \in A$ such that (II.2) is satisfied for some given measurement $(\hat{z}, \hat{\z})$ of $(\bar{u}, p)$.

The equations (I.5) and (I.6) arising from the elasticity imaging inverse problem of identifying a
variable parameter \( \mu \) (presented in § I.3) can be placed into this framework by taking:

\[
\begin{align*}
\alpha(\mu, \bar{u}, \bar{v}) &= \int_{\Omega} 2\mu \varepsilon(\bar{u}) : \varepsilon(\bar{v}) \quad \text{(II.3a)} \\
\beta(\bar{u}, q) &= \int_{\Omega} (\text{div} \, \bar{u}) q \quad \text{(II.3b)} \\
\gamma(p, q) &= \int_{\Omega} \frac{1}{\lambda} pq \quad \text{(II.3c)} \\
\delta(\bar{v}) &= \int_{\Omega} f \bar{v} + \int_{\Gamma_2} h \bar{v}. \quad \text{(II.3d)}
\end{align*}
\]

In view of the above forms and the discussion of locking effect in § I.3, for numerical stability, it is of importance to have error estimates independent of the coercivity of \( \gamma \). We note that the Babuška-Brezzi condition that requires that there exists a constant \( \beta > 0 \) such that

\[
\beta \leq \inf_{q \in Q} \sup_{\bar{v} \in \hat{V}} \frac{b(\bar{v}, q)}{\|q\|\|\bar{v}\|}
\] (II.4)

plays a fundamental role in achieving this goal. This condition is an abstract condition of the angle between the spaces \( \hat{V} \) and \( Q \).

For later use in calculations, we now examine the solution map \( S : A \to \hat{V} \times Q \) for II.2 and some of its derivatives where

\[
S(\ell) = (\bar{u}(\ell), p(\ell)). \quad \text{(II.5)}
\]

Taking \( u = u(\ell) = (\bar{u}(\ell), p(\ell)) \) in II.2 we take the first derivative in an arbitrary direction \( \delta \ell \) giving

\[
\begin{align*}
a(\ell, \delta \bar{u}, \bar{v}) + b(\bar{v}, \delta p) &= -a(\delta \ell, \bar{u}, \bar{v}) \quad \text{for all } \bar{v} \in \hat{V} \\
b(\delta \bar{u}, q) - c(\delta p, q) &= 0 \quad \text{for all } q \in Q
\end{align*}
\] (II.6)

where

\[
\delta u = (\delta \bar{u}, \delta p) \\
= (D \bar{u}(\ell) \delta \ell, Dp(\ell) \delta \ell) \\
= DS(\ell) \delta \ell.
\]

Thus the first derivative of the solution map \( S(\ell) \) is the unique solution to the saddle point problem (II.6).

Similarly, we consider the second derivative of the solution map,

\[
D^2 S(\ell)(\delta \ell_1, \delta \ell_2) = \delta^2 u = (\delta^2 \bar{u}, \delta^2 p) = (D^2 \bar{u}(\ell)(\delta \ell_1, \delta \ell_2), D^2 p(\ell)(\delta \ell_1, \delta \ell_2)),
\]
which is the unique solution to the following saddle point problem:

\[
\begin{align*}
    a(\ell, \delta^2 \bar{u}, \bar{v}) + b(\bar{v}, \delta^2 p) &= -a(\delta \ell_2, D\bar{u}(\ell)\delta \ell_1, \bar{v}) - a(\delta \ell_1, D\bar{u}(\ell)\delta \ell_2, \bar{v}) \quad \text{for all } \bar{v} \in \hat{V} \\
    b(\delta^2 \bar{u}, q) - c(\delta^2 p, q) &= 0 \quad \text{for all } q \in Q.
\end{align*}
\]

Even more generally, the \(k\)-th derivative of the solution map,

\[
D^k S(\ell)(\delta \ell_1, \ldots, \delta \ell_k) = \delta^k u = (\delta^k \bar{u}, \delta^k p) = (D^k \bar{u}(\ell)(\delta \ell_1, \ldots, \delta \ell_k), D^k p(\ell)(\delta \ell_1, \ldots, \delta \ell_k)),
\]

is the unique solution to the saddle point problem:

\[
\begin{align*}
    a(\ell, \delta^k \bar{u}, \bar{v}) + b(\bar{v}, \delta^k p) &= -\sum_{i=1}^{k} a(\delta \ell_i, D^{k-1} \bar{u}(\ell)(\delta \ell_1, \ldots, \delta \ell_i, \ldots, \delta \ell_k), \bar{v}) \quad \text{for all } \bar{v} \in \hat{V} \\
    b(\delta^k \bar{u}, q) - c(\delta^k p, q) &= 0 \quad \text{for all } q \in Q.
\end{align*}
\]

### II.2 The Modified Output Least Squares Functional

One of the most commonly used objective functionals to solve parameter identification inverse problems in partial differential equations is the output least-squares (OLS) functional. In the context of the general saddle point problem (II.2), the OLS functional takes the form

\[
J_{OLS}(\ell) = \frac{1}{2} ||u(\ell) - \hat{z}||^2_V + \frac{1}{2} ||p(\ell) - \hat{z}||^2_Q,
\]

where \(z = (\hat{z}, \hat{z})\) represents the measured data and \(u(\ell) = (\bar{u}(\ell), p(\ell))\) is the solution of the saddle point problem (II.2) that corresponds to the coefficient \(\ell\).

The output least squares solution to the inverse problem of identifying \(\ell\) is the one that solves the following optimization problem:

\[
\text{Find } \bar{\ell} \in A \text{ such that } J_{OLS}(\bar{\ell}) \leq J_{OLS}(\ell), \quad \text{for every } \ell \in A.
\]

We observe that above optimization problem is constrained where the implicit constraint is provided by the saddle point problem and the explicit constraint is the set of admissible coefficients \(A\). However, we also note that for nonlinear inverse problems, \(J_{OLS}\) is nonconvex generally and therefore can be used to detect only local minimizers.

It is therefore preferable to pursue a functional that yields a convex optimization problem for nonlinear inverse problems. Knowles [91] introduced a convex objective functional to identify
variable coefficients in a scalar partial differential equation and this approach was further extended to general elliptic inverse problems by Gockenbach and Khan [58].

In [76], Jadamba et al. proposed the following modified output least squares objective functional (MOLS) for the inverse problem of identifying \( \ell \) in the saddle point problem (II.2):

\[
J_{\text{MOLS}}(\ell) = \frac{1}{2} a(\ell, \bar{u}(\ell) - z, \bar{u}(\ell) - \bar{z}) + b(\bar{u}(\ell) - \bar{z}, p(\ell) - \bar{z}) - \frac{1}{2} c(p(\ell) - \bar{z}, p(\ell) - \bar{z}),
\]

(II.11)

where \( z = (\bar{z}, \bar{z}) \) represents measured data and \( u(\ell) = (\bar{u}(\ell), p(\ell)) \) is the unique solution of (II.2).

Using (II.11) and the formulas for the first and second derivatives of the solution map (II.6) and (II.8), we can compute the first and second derivatives of \( J_{\text{MOLS}} \). The calculation of the first derivative in an arbitrary direction \( \delta \ell \) is thus given by

\[
D J_{\text{MOLS}}(\ell)(\delta \ell) = \frac{1}{2} a(\delta \ell, \bar{u}(\ell) - z, \bar{u}(\ell) - \bar{z}) + a(\ell, \delta \bar{u}(\ell), \bar{u}(\ell) - \bar{z})
\]

\[
- c(\delta p(\ell), p(\ell) - \bar{z}) + b(\delta \bar{u}(\ell), p(\ell) - \bar{z}) + b(\bar{u}(\ell) - \bar{z}, \delta p)
\]

\[
= \frac{1}{2} a(\delta \ell, \bar{u}(\ell) - \bar{z}, \bar{u}(\ell) - \bar{z}) - a(\delta \ell, \bar{u}(\ell), \bar{u}(\ell) - \bar{z})
\]

\[
= -\frac{1}{2} a(\delta \ell, \bar{u}(\ell) + \bar{z}, \bar{u}(\ell) - \bar{z})
\]

(II.12)

where again \( \delta \bar{u} = D \bar{u}(\ell)(\delta \ell) \) and \( \delta p = D p(\ell)(\delta \ell) \).

Continuing, the second derivative is given by

\[
D^2 J_{\text{MOLS}}(\ell)(\delta \ell_1, \delta \ell_2) = -\frac{1}{2} a(\delta \ell_1, \delta \bar{u}_2, \bar{u}(\ell) - \bar{z}) - \frac{1}{2} a(\delta \ell_1, \bar{u}(\ell) + z, \delta \bar{u}_2)
\]

\[
= -\frac{1}{2} a(\delta \ell_1, \bar{u}(\ell) - \bar{z}, \delta \bar{u}_2) - \frac{1}{2} a(\delta \ell_1, \bar{u}(\ell) + z, \delta \bar{u}_2)
\]

\[
= -a(\delta \ell_1, \bar{u}(\ell), \delta \bar{u}_2)
\]

(II.13)

where \( \delta \bar{u}_2 = D \bar{u}(\ell)(\delta \ell_2) \). Applying (II.6) and (II.11), we additionally note that

\[
D^2 J_{\text{MOLS}}(\ell)(\delta \ell_1, \delta \ell_2) = a(\ell, \delta \bar{u}_2, \delta \bar{u}_2) + b(\delta \bar{u}_2, \delta p)
\]

\[
= a(\ell, \delta \bar{u}_2, \delta \bar{u}_2) + c(\delta p, \delta p)
\]

\[
\geq \kappa_1 \|\delta \bar{u}_2\|^2 + \gamma_1 \|\delta p\|^2.
\]

(II.14)

**Remark.** Considering the calculation of the first and second derivatives of \( J_{\text{MOLS}} \), we make the following two observations:

1. The formulation of the first derivative of \( J_{\text{MOLS}} \) does not depend on the derivative of the solution map.

2. It follows directly from (II.14) that \( J_{\text{MOLS}} \) is convex.
II.3 The Energy Output Least Squares Functional

We now note that the saddle point problem (II.2) admits a certain ambiguity in its formulation in that the following problem is equivalent:

Given \( \ell \in A \), find \( u = (\bar{u}, p) \in V = \hat{V} \times Q \) such that

\[
a(\ell, \bar{u}, \bar{v}) + b(\bar{v}, p) = m(\bar{v}) \quad \text{for every } \bar{v} \in \hat{V} \tag{II.15}
\]

\[
-b(\bar{u}, q) + c(p, q) = 0 \quad \text{for every } q \in Q.
\]

Drawing on this idea, Doyley et al. [44] proposed the following energy output least squares functional (EOLS) for the solution of (II.2):

\[
J_{\text{EOLS}}(\ell) = \frac{1}{2} a(\ell, \bar{u}(\ell) - \bar{z}, \bar{u}(\ell) - \bar{z}) + \frac{1}{2} c(p(\ell) - \hat{z}, p(\ell) - \hat{z}). \tag{II.16}
\]

Again, here \( u(\ell) = (\bar{u}(\ell), p(\ell)) \) is the unique solution of the saddle point problem (II.2) or (II.15) for the given parameter \( \ell \) and \( \bar{z} \) and \( \hat{z} \) are measurements for \( \bar{u} \) and \( p \), respectively.

In a manner similar to the MOLS functional, the first derivative can be calculated using (II.2), (II.6), and (II.8). From (II.16), the calculation of the first derivative of \( J_{\text{EOLS}} \) follows directly:

\[
DJ_{\text{EOLS}}(\ell)(\delta \ell) = \frac{1}{2} a(\delta \ell, \bar{u}(\ell) - \bar{z}, \bar{u}(\ell) - \bar{z}) + a(\ell, \delta \bar{u}(\ell), \bar{u}(\ell) - \bar{z}) + c(\delta p(\ell), p(\ell) - \hat{z})
\]

\[
= \frac{1}{2} a(\delta \ell, \bar{u}(\ell) - \bar{z}, \bar{u}(\ell) - \bar{z}) - a(\delta \ell, \bar{u}(\ell), \bar{u}(\ell) - \bar{z}) + b(\delta u, p(\ell) - \hat{z}) - b(\bar{u}(\ell) - \bar{z}, \delta p)
\]

\[
= -\frac{1}{2} a(\delta \ell, \bar{u}(\ell) + \bar{z}, \bar{u}(\ell) - \bar{z}) + b(\delta u, p(\ell) - \hat{z}) - b(\bar{u}(\ell) - \bar{z}, \delta p).
\]

This formulation, however, retains a dependence on the derivative of the solution map, \( \delta u \). In [34], Cahill et al. introduced an alternative adjoint-based method for computing the first derivative that avoids any direct computation of \( \delta u \). The adjoint method begins with the recognition that (II.2) can be formulated as a variational problem of finding \( u = (\bar{u}, p) \in V = \hat{V} \times Q \) such that

\[
T(\ell, u, v) = m(\bar{v}) \quad \text{for all } v = (\bar{v}, q) \in V \tag{II.17}
\]

where \( T : B \times V \times V \to \mathbb{R} \) is the trilinear form defined by

\[
T(\ell, u, v) = a(\ell, \bar{u}, \bar{v}) + b(\bar{v}, p) + b(\bar{u}, q) - c(p, q).
\]

Continuing, we compute the derivative of \( T \) with respect to \( \ell \) in an arbitrary direction \( \delta \ell \):

\[
DT(\ell, u, v)(\delta \ell) = a(\delta \ell, \bar{u}, \bar{v}) + a(\ell, \delta \bar{u}, \bar{v}) + b(\delta \bar{v}, p) + b(\delta \bar{u}, q) - c(\delta p, q)
\]

\[
= a(\delta \ell, \bar{u}, \bar{v}) + T(\ell, \delta u, v). \tag{II.18}
\]
We now define

\[ J(\ell, v) = J_{EOLS}(\ell) + T(\ell, u, v) - m(\bar{v}). \]

Through the application of (II.17), we obtain that \( J(\ell, v) \) is in accord with \( J_{EOLS} \) for all \( v \in V \). That is,

\[ J(\ell, v) = J_{EOLS}(\ell) \quad \text{for all } v \in V. \]

This, in turn, implies that

\[ D_\ell J(\ell, v)(\delta \ell) = D J_{EOLS}(\ell)(\delta \ell) \quad \text{for all } \delta \ell \in A, v \in V \tag{II.19} \]

where \( D_\ell \) is understood as the partial derivative with respect to \( \ell \). Now by carefully selecting \( v \), we can avoid the computation of \( \delta u \) in finding the derivative of \( J_{EOLS} \) as follows. First, we calculate the partial derivative of \( J \):

\[ D_\ell J(\ell, v)(\delta \ell) = \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + a(\ell, \delta \bar{u}, \bar{u} - \bar{z}) + c(\delta p, p - \bar{z}) + a(\delta \ell, \bar{u}, \bar{v}) + T(\ell, \delta u, v). \]

Next, taking \( w = w(\ell) = (\bar{w}(\ell), p_w) \) to be the unique solution to the saddle point problem

\[ a(\ell, \bar{w}, \bar{v}) + b(\bar{v}, p_w) = -a(\ell, \bar{u} - \bar{z}, \bar{v}) - b(\bar{v}, p - \bar{z}) \quad \text{for every } \bar{v} \in V \tag{II.20} \]

\[ b(\bar{w}, q) - c(p_w, q) = 0 \quad \text{for every } q \in Q. \]

Note that the unique solution to the “adjoint” equation (II.20) is guaranteed by the same arguments as for the original saddle point problem (II.2) where we have taken \( m(\cdot) = -a(\ell, \bar{u}, \cdot) - b(\cdot, p) \).

We now select \( v = w \) and substitute into the partial derivative calculation above to give

\[
\begin{align*}
D_\ell J(\ell, w)(\delta \ell) &= \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + a(\ell, \delta \bar{u}, \bar{u} - \bar{z}) + c(\delta p, p - \bar{z}) \\
& \quad + a(\delta \ell, \bar{u}, \bar{w}) + T(\ell, \delta u, w) \\
&= \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + a(\ell, \delta \bar{u}, \bar{u} - \bar{z}) + c(\delta p, p - \bar{z}) \\
& \quad + a(\delta \ell, \bar{u}, \bar{w}) - a(\ell, \bar{u} - \bar{z}, \delta \bar{u}) - b(\delta \bar{u}, p - \bar{z}) \\
&= \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + a(\delta \ell, \bar{u}, \bar{v}) + a(\ell, \delta \bar{u}, \bar{u}) + c(\delta p, p) \\
& \quad - b(\delta \bar{u}, p - \bar{z}) + a(\delta \ell, \bar{u}, \bar{w}) - a(\ell, \delta \bar{u}, \bar{u} - \bar{z}) \\
&= \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + a(\delta \ell, \bar{u}, \bar{w}) \\
& \quad + c(\delta p, p - \bar{z}) - b(\delta \bar{u}, p - \bar{z}),
\end{align*}
\]
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Input: \( \ell \in A, (\bar{z}, \hat{z}) \in V \)

Solve:
\[
T(\ell, u, v) = m(w) \]

Solve:
\[
a(\ell, w, \bar{v}) + b(\bar{v}, p_w) = -a(\ell, \bar{u} - \bar{z}, \bar{v}) - b(\bar{v}, p - \hat{z})
b(\bar{w}, q) - c(p_w, q) = 0
\]

Calculate:
\[
DJ(\ell)(\delta \ell) = \frac{1}{2} a(\delta \ell, \bar{u} - \bar{z}) + a(\delta \ell, \bar{u}, \bar{w})
\]

Output:
\[
DJ(\ell)(\delta \ell)
\]

Figure 3: Block diagram of the adjoint derivative calculation for EOLS

where we have applied both the symmetry of \( T \) and \( a(\ell, \cdot, \cdot) \).

Finally, using (II.6) and (II.19), we can simplify the above to obtain
\[
D\ell J(\ell, v)(\delta \ell) = DJ_{EOLS}(\ell) = \frac{1}{2} a(\delta \ell, \bar{u}, \bar{z}, \bar{u} - \bar{z}) + a(\delta \ell, \bar{u}, \bar{w}), \tag{II.21}
\]
an expression for the derivative of \( J_{EOLS} \) that does not depend on \( \delta u \).

We summarize this calculation in the block diagram in Figure 3.

As developed completely in [34], a similarly clever hybrid method yields a formulation for the second derivative of \( J_{EOLS} \):
\[
D^2 J_{EOLS}(\ell)(\delta \ell, \delta \ell) = 2a(\delta \ell, \delta \bar{u}, \bar{z} - \bar{u}) + a(\delta \ell, \delta \bar{u}, \delta \bar{w}) + c(\delta p, \delta p) + 2a(\delta \ell, \delta \bar{u}, \bar{w}) \tag{II.22}
\]

where again \( w = w(\ell) = (\bar{w}(\ell), p_w(\ell)) \) is the unique solution to the saddle point problem
\[
a(\ell, \bar{w}, \bar{v}) + b(\bar{v}, p_w) = a(\ell, \bar{v}, \bar{z} - \bar{u}) + b(\bar{v}, \hat{z} - p) \quad \text{for all } \bar{v} \in \bar{V} \tag{II.23}
b(\bar{w}, q) - c(p_w, q) = 0 \quad \text{for all } q \in Q.
\]

The calculation of the second derivative of the EOLS functional is outlined in Figure 4.

Remark. We make the following remarks regarding the EOLS functional:

1. From (II.1), it follows that
\[
J_{EOLS}(\ell) \geq \frac{1}{2} \kappa_1 ||\bar{u}(\ell) - \bar{z}||^2 + \frac{1}{2} \varsigma_1 ||p(\ell) - \hat{z}||^2.
\]

Thus \( J_{EOLS} \) is positive for every \( \ell \in A \).

2. Unlike \( J_{MOLS} \), \( J_{EOLS} \) is not necessarily convex.

3. The hybrid calculation for the second derivative alone has a significantly parallel structure. Additionally, when computed in tandem with the first derivative using an adjoint method, many of the calculations are shared, which lowers the total computational overhead.
II.4 The Equation Error Functional

We now examine an approach to the tumor identification inverse problem that differs significantly from the OLS, EOLS, and MOLS approaches outlined thus far. This method is known as equation error.

To more succinctly explore the general equation error concept, we first consider an exemplar elliptic problem with suitable boundary conditions:

$$-\nabla \cdot (a \nabla u) = f \text{ in } \Omega.$$  \hspace{1cm} (II.24)

The output least-squares (OLS) approach for determining the parameter $a$ consists of minimizing the functional

$$J_{\text{OLS}}(a) = \| u(a) - z \|^2,$$  \hspace{1cm} (II.25)

with $z$ a measurement of $u$, $\| \cdot \|$ an appropriate norm, and where $u(a)$ solves the variational problem paired with (II.24). In contrast, the equation error (EE) method for identifying $a$ would be to minimize the residual error between the left and right hand sides of (II.24) given a measurement $z$ of $u$:

$$J_{\text{EE}}(a) = \frac{1}{2} \| \nabla \cdot (a \nabla z) + f \|_{H^{-1}(\Omega)}^2.$$  \hspace{1cm} (II.26)

In Figure 5, we see a block diagram describing a generalized iterative optimization algorithm for solving the inverse problem using an OLS-based method. $\mathbb{P}$ here represents some general algorithmic operator for determining the next step in the iteration. Every iteration relies on the solution of a variational problem like the saddle point problem (II.2) to determine $u$. As can be seen in the diagram, this is often typically achieved through the solution of a large linear system, a costly
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Solve $K(\mu_k)U = F$

Input: $\mu_0$, Parameters, $k = 0$

Calculate $J(\mu_k), \nabla J(\mu_k), H(\mu_k)$

$J, \nabla J, H$

Terminate

—or–

Take $k = k + 1$

$\mu_k = P(\mu_{k-1}, J, \nabla J, H)$

$\mu_k$

Output: $\mu_k$

$U(\mu_k)$

Figure 5: Generalized iterative approach to solving the inverse problem using OLS

Figure 6: Generalized iterative approach to solving the inverse problem using EE

computation. We now contrast this with Figure 6 which depicts a similar generalized algorithm using equation error. Since the equation error functional does not depend on $u$ the solution of the variational problem is not necessary, providing a significant computational savings.

For a general development of the equation error approach to inverse problems, we direct the reader to Acar [1], Gockenbach and Khan [55], Al-Jamal and Gockenbach [3] for more on (II.24), and Gockenbach, Jadamba, and Khan [56] for general elliptic inverse problems.

Given the potential advantages of the equation error approach, it makes sense to seek its extension to the tumor identification inverse problem.

For the solution of the inverse problem related to (II.2), we define the equation error functional as follows:

$$J_{EE}(\ell) = \|e(\ell, z)\|_V^2,$$

(II.27)

where again $z = (\tilde{z}, \hat{z})$ is the data and where $e(\ell, \cdot) \in V := \tilde{V} \times Q$ is given by

$$\langle e(\ell, u), v \rangle = a(\ell, \bar{u}, \bar{v}) + b(\bar{v}, p) - b(\bar{u}, q) + c(p, q), \quad \text{for } u = (\bar{u}, p) \in V, \ v = (\bar{v}, q) \in V.$$
We then have \( e(\ell, u) = (e_1(\ell, u), e_2(\ell, u)) \in \bar{V} \times Q \), where \( e_1(\ell, u) \) and \( e_2(\ell, u) \) are defined by

\[
\langle e_1(\ell, u), \bar{v} \rangle = a(\ell, \bar{u}, \bar{v}) + b(\bar{v}, p) - m(\bar{v}) \quad \text{for all } \bar{v} \in \bar{V} \quad (\text{II}.28)
\]

\[
\langle e_2(\ell, u), q \rangle = b(\bar{u}, q) - c(p, q) \quad \text{for all } q \in Q \quad (\text{II}.29)
\]

Clearly if \( \ell = \ell^* \) and \( u = u^* = (\bar{u}^*, p^*) \) satisfy (II.2), then \( e(\ell^*, u^*) = 0 \).

For a more comprehensive application of the equation error approach to the tumor identification inverse problem, we refer to Crossen et al. \([43]\). Derivative formulas for the discrete problem will be provided in the subsequent section.

**Remark.** We make the following general remarks about the EE functional:

1. The functional \( J_{EE} \) is quadratic in \( \ell \) and thus the minimization of \( J_{EE} \) reduces to the solution of a positive (semi-)definite linear system after discretization, subsequently leading to a convex optimization problem.

2. The calculation of \( J_{EE} \) necessitates the differentiation of the measured data \( z \), leaving the EE approach highly susceptible to noise.

### II.5 Discretization Using the Finite Element Method

In this section, we will derive discrete formulas for the saddle point problem (II.2) and for the MOLS, EOLS, and EE functionals for the solution of the associated inverse problem. We begin, therefore, with a triangulation \( T_h \) on \( \Omega \subset \mathbb{R}^2 \). \( L_h \) is taken as the space of all piecewise continuous polynomials of degree \( d_\ell \) relative to \( T_h \), \( U_h \) is the space of all piecewise continuous polynomials of degree \( d_u \) relative to \( T_h \), and \( Q_h \) is the space of all piecewise continuous polynomials of degree \( d_q \) relative to \( T_h \).

To represent the discrete saddle point problem in a tractable form, we begin with a representation of bases for \( L_h, U_h \) and \( Q_h \) by \( \{\varphi_1, \varphi_2, \ldots, \varphi_m\}, \{\psi_1, \psi_2, \ldots, \psi_n\}, \) and \( \{x_1, x_2, \ldots, x_k\} \), respectively. The space \( L_h \) is then isomorphic to \( \mathbb{R}^m \) and for any \( \ell \in L_h \), we define \( L \in \mathbb{R}^m \) by \( L_i = \ell(x_i), \ i = 1, 2, \ldots, m \), where the nodal basis \( \{\varphi_1, \varphi_2, \ldots, \varphi_m\} \) corresponds to the nodes \( \{x_1, x_2, \ldots, x_m\} \). Conversely, each \( L \in \mathbb{R}^m \) corresponds to \( \ell \in L_h \) defined by \( \ell = \sum_{i=1}^m L_i \varphi_i \). Analogously, \( u \in U_h \) will correspond to \( U \in \mathbb{R}^n \), where \( U_i = u(y_i), \ i = 1, 2, \ldots, n \), and \( u = \sum_{i=1}^n U_i \psi_i \), where \( y_1, y_2, \ldots, y_n \) are the nodes of the mesh defining \( U_h \). Finally, \( q \in Q_h \) will correspond to \( Q \in \mathbb{R}^k \), where \( Q_i = q(z_i), \ i = 1, 2, \ldots, k \), and \( q = \sum_{i=1}^k Q_i \chi_i \), where \( z_1, z_2, \ldots, z_k \) are the nodes of the mesh defining \( Q_h \). We note that \( L_h, U_h, \) and \( Q_h \) are all defined relative to the same elements, but their nodes will be different if \( d_\ell \neq d_u \neq d_q \).
In Figure 7a we consider an example discretization of a square domain $\Omega$ using a quadrangular mesh with a uniform “mesh size” $h$. Figure 7b gives the detail of a reference convex on the mesh. In Figure 8 we see example piecewise linear shape functions on the reference convex and the subsequent basis functions in Figure 9.

The discrete saddle point problem seeks the unique $(\bar{u}_h, p_h) \in U_h \times Q_h$ for each $\ell_h$ such that

\begin{align}
 a(\ell_h, \bar{u}_h, \bar{v}) + b(\bar{v}, p_h) &= m(\bar{v}), \quad \text{for every } \bar{v} \in U_h, \quad (II.30a) \\
 b(\bar{u}_h, q) - c(p_h, q) &= 0, \quad \text{for every } q \in Q_h. \quad (II.30b)
\end{align}

We define $S : \mathbb{R}^m \to \mathbb{R}^{n+k}$ to be the finite element solution operator that assigns to each coefficient $\ell_h \in L_h$, the unique approximate solution $u_h = (\bar{u}_h, p_h) \in U_h \times Q_h$. Then $S(L) = U$, where $U$ is defined by

\[ K(L) U = F, \quad (II.31) \]

and where the stiffness matrix $K(L) \in \mathbb{R}^{(n+k) \times (n+k)}$ and the load vector $F \in \mathbb{R}^{n+k}$ are given by

\[ K(L) = \begin{bmatrix}
 \hat{K}_{n \times n}(L) & B_{n \times k}^T \\
 B_{k \times n} & -C_{k \times k}
\end{bmatrix} \]
Figure 8: Two-dimensional shape functions on the reference convex
with

\[ \hat{K}(L)_{i,j} = a(\ell, \psi_j, \psi_i), \quad i, j = 1, 2, \ldots, n, \]

\[ B_{i,j} = b(\psi_j, \chi_i), \quad i = 1, 2, \ldots, k, \quad n = 1, 2, \ldots, n \]

\[ C_{i,j} = c(\chi_j, \chi_i), \quad i, j = 1, 2, \ldots, k, \]

\[ F_i = m(\psi_i), \quad i = 1, 2, \ldots, n, \]

\[ F_j = 0, \quad j = n + 1, n + 2, \ldots, n + k. \]

For future reference, we note that

\[ \hat{K}(L)_{i,j} = T_{ijk} L_k, \]

where the summation convention is used and \( T \) is the tensor defined by

\[ T_{ijk} = a(\varphi_k, \psi_i, \psi_j), \quad \text{for every } i, j = 1, \ldots, n, \quad k = 1, \ldots, m. \]

It is convenient to approximate the components of \( U_h \) in a single finite element space \( \tilde{U}_h \) where \( U_h = \tilde{U}_h \times \tilde{U}_h \). Therefore, if \( \{\xi_1, \ldots, \xi_l\} \) are the basis of \( \tilde{u}_h \), then the vector-valued basis of \( U_h \) can be chosen as

\[ \{\psi_i\}_{i=1}^n = \left\{ \begin{bmatrix} \xi_1 \\ 0 \end{bmatrix}, \begin{bmatrix} \xi_2 \\ 0 \end{bmatrix}, \ldots, \begin{bmatrix} \xi_l \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ \xi_1 \end{bmatrix}, \begin{bmatrix} 0 \\ \xi_2 \end{bmatrix}, \ldots, \begin{bmatrix} 0 \\ \xi_l \end{bmatrix} \right\} \]
where $n = 2l$. In the specific case of the tumor identification problem, this suggests the following structure for $\hat{K}$:

$$\hat{K} = \begin{bmatrix} \tilde{K}^{11} & \tilde{K}^{12} \\ \tilde{K}^{21} & \tilde{K}^{22} \end{bmatrix}$$

where

$$\tilde{K}_{i,j}^{11} = a\left(\mu, [\xi_i, 0]^T, [\xi_j, 0]^T\right) = \int_{\Omega} 2\mu \frac{\partial \xi_i}{\partial x} \frac{\partial \xi_j}{\partial x} + \mu \frac{\partial \xi_i}{\partial y} \frac{\partial \xi_j}{\partial y}$$

$$\tilde{K}_{i,j}^{12} = \tilde{K}_{j,i}^{21} = a\left(\mu, [\xi_i, 0]^T, [0, \xi_j]^T\right) = \int_{\Omega} \mu \frac{\partial \xi_i}{\partial y} \frac{\partial \xi_j}{\partial x}$$

$$\tilde{K}_{i,j}^{22} = a\left(\mu, [0, \xi_i]^T, [0, \xi_j]^T\right) = \int_{\Omega} \mu \frac{\partial \xi_i}{\partial x} \frac{\partial \xi_j}{\partial x} + 2\mu \frac{\partial \xi_i}{\partial y} \frac{\partial \xi_j}{\partial y}$$

for $i, j = 1, \ldots, l$.

In Figure 10, we see the underlying sparsity structure of the matrix $K$ for an example two-dimensional problem. Figure 11 shows the representation of an example solution $u(x, y)$ both as a discretized vector field and as a deformation of a discretized mesh.
II.5.1 Discrete MOLS

Using details of the above discretization, we will now lay out the discrete form of the MOLS functional and its derivatives. Using the above notations, the discrete form of (II.11), i.e.

\[ J_{\text{MOLS}}(\ell) = \frac{1}{2} a(\ell, \bar{u} - \bar{z}, \bar{u} - \bar{z}) + b(\bar{u} - \bar{z}, p - \hat{z}) - \frac{1}{2} c(p - \hat{z}, p - \hat{z}), \]

is given by

\[
J_{\text{MOLS}}(L) = \frac{1}{2} \begin{bmatrix} \bar{U}(L) - \bar{Z} \\ P(L) - \hat{Z} \end{bmatrix}^T \begin{bmatrix} \hat{K}(L) & B^T \\ B & -C \end{bmatrix} \begin{bmatrix} \bar{U}(L) - \bar{Z} \\ P(L) - \hat{Z} \end{bmatrix} \\
= \frac{1}{2} (\bar{U}(L) - \bar{Z})^T \hat{K}(L) (\bar{U}(L) - \bar{Z}) + (\bar{U}(L) - \bar{Z})^T B^T (P(L) - \hat{Z}) \\
- \frac{1}{2} (P(L) - \hat{Z})^T C (P(L) - \hat{Z})
\]

We can now compute the gradient of the discrete MOLS functional. For this, we first compute the derivative of the coefficient-to-solution map in discrete terms. The matrix-vector form of the discrete saddle point problem (II.30) reads (cf. (II.31))

\[
\begin{bmatrix} \hat{K}(L) & B^T \\ B & -C \end{bmatrix} \begin{bmatrix} \bar{U}(L) \\ P(L) \end{bmatrix} = \begin{bmatrix} F \\ 0 \end{bmatrix}.
\]
After differentiating the above with respect to $L$, we have the discrete analogue of (II.6):
\[
\hat{K}(L)\delta U + B^T(\delta P) = -\hat{K}(\delta L)U(L)
\]
\[
B\delta U - C\delta P = 0,
\] (II.33)
where $\delta U = (\delta U, \delta P) = DS(L)(\delta L)$.

Then from (II.33), it follows that
\[
(U(L) - Z)^T\hat{K}(L)\delta U + (U(L) - Z)^TB^T(\delta P) = -(U(L) - Z)^T\hat{K}(\delta L)U(L) + U^TBP(L - \bar{Z} - C^T(Z - \hat{Z})) = 0.
\] (II.34)

We can then use (II.32) and (II.34) to compute the derivative of $J_{\text{MOLS}}$:
\[
DJ_{\text{MOLS}}(L)(\delta L) = \delta U(L)^T\hat{K}(L)(U(L) - Z) + \frac{1}{2}(U(L) - Z)^TB^T(\delta P) - \delta U^TBP(L - \bar{Z}) - \delta P^TC(P(L) - \bar{Z}) = 0.
\]

where the matrix $A$ is the so-called adjoint stiffness matrix defined by the following condition:
\[
\hat{K}(L)\nabla = A(\nabla)L, \text{ for every } L \in \mathbb{R}^m, \text{ for every } \nabla \in \mathbb{R}^n.
\]

Therefore, we have shown that
\[
DJ_{\text{MOLS}}(L)(\delta L) = -\frac{1}{2}\delta L^T A(U(L) + Z)^T(U(L) - Z),
\]
which implies that
\[
\nabla J_{\text{MOLS}}(L) = -\frac{1}{2}A(U(L) + Z)^T(U(L) - Z) = -\frac{1}{2}A(U(L)) + \frac{1}{2}A(Z)^TZ.
\]

In a similar manner, we can go on to derive the formula for the Hessian of the MOLS functional by first considering the discrete version of (II.13):
\[
D^2J_{\text{MOLS}}(L)(\delta L, \delta L) = -\delta L^T\nabla U(L)^T\hat{K}(\delta L)U(L) - \delta L^T\nabla U(L)^T A(U(L))\delta L.
\]

This implies that
\[
\nabla^2 J_{\text{MOLS}}(L) = -\nabla U(L)^T A(U(L)).
\]
II.5.2 Discrete EOLS

Using the same notation and proceeding in a similar fashion to the development of the discrete MOLS functional, we can now present formulas for the discrete EOLS functional and its derivatives. Directly, we have the discrete matrix form of (II.16):

\[ J_{\text{EOLS}}(L) = \frac{1}{2} (\hat{U}(L) - \hat{Z})^T \hat{K}(L)(\hat{U}(L) - \hat{Z}) + \frac{1}{2}(P(L) - \hat{Z})^T C(P(L) - \hat{Z}). \]

Subsequently, the discrete form of the derivative of \( J_{\text{EOLS}} \) is given by

\[ DJ_{\text{EOLS}}(L)(\delta L) = -\frac{1}{2} (\hat{U}(L) - \hat{Z})^T \hat{K}(\delta L)(\hat{U}(L) - \hat{Z}) \]
\[ + \delta U^T B^T (P(L) - \hat{Z}) - (\hat{U}(L) - \hat{Z})^T B^T \delta P \]  

(II.35)

Denoting the respective Jacobian matrices by \( \nabla U(L) \) and \( \nabla P(L) \), (II.35) can be expressed in the following equivalent form:

\[ DJ_{\text{EOLS}}(L)(\delta L) = -\frac{1}{2} (\hat{U}(L) + \hat{Z})^T \hat{K}(\delta L)(\hat{U}(L) - \hat{Z}) \]
\[ + (P(L) - \hat{Z})^T B \nabla U(L) \delta L - (\hat{U}(L) - \hat{Z})^T B^T \nabla P(L) \delta L \]  

(II.36)

Employing the adjoint stiffness matrix to make substitutions within (II.36), we then obtain

\[ DJ_{\text{EOLS}}(L)(\delta L) = -\frac{1}{2} (\hat{U}(L) + \hat{Z})^T A(\hat{U}(L) - \hat{Z}) \delta L \]
\[ + (P(L) - \hat{Z})^T B \nabla U(L) \delta L - (\hat{U}(L) - \hat{Z})^T B^T \nabla P(L) \delta L \]

which implies that

\[ \nabla J_{\text{EOLS}}(L) = -\frac{1}{2} (\hat{U}(L) + \hat{Z})^T A(\hat{U}(L) - \hat{Z}) \]
\[ + (P(L) - \hat{Z})^T B \nabla U(L) - (\hat{U}(L) - \hat{Z})^T B^T \nabla P(L). \]  

(II.37)

For the adjoint method outlined in Figure 3, we must first find the discrete solution \( W(L) = \begin{bmatrix} \hat{W}(L) \\ P_W(L) \end{bmatrix} \) to the discrete analogue of the adjoint equations (II.20):

\[ \begin{bmatrix} \hat{K}(L) & B^T \\ B & -C \end{bmatrix} \begin{bmatrix} \hat{W}(L) \\ P_W(L) \end{bmatrix} = \begin{bmatrix} -\hat{K}(L)(\hat{U} - \hat{Z}) - B^T (P - \hat{Z}) \\ 0 \end{bmatrix}. \]  

(II.38)

Taking (II.21) into account and applying the adjoint stiffness matrix, we have the following discretized expression for the derivative of \( J_{\text{EOLS}} \):

\[ DJ_{\text{EOLS}}(L)(\delta L) = \frac{1}{2} (\hat{U}(L) - \hat{Z})^T \hat{K}(\delta L)(\hat{U}(L) - \hat{Z}) + \hat{U}(L)^T \hat{K}(\delta L)\hat{W} \]
\[ = \frac{1}{2} \hat{U}(L)^T A(\hat{U}(L) - \hat{Z}) \delta L + \hat{U}(L)^T A(\hat{W}(L)) \delta L. \]
Therefore the gradient $\nabla J_{\text{EOLS}}(L)$ can then be computed via

$$\nabla J_{\text{EOLS}}(L) = \frac{1}{2} (\overline{U}(L) - \overline{Z})^T \Lambda (\overline{U}(L) - \overline{Z}) + \overline{U}(L)^T \Lambda (\overline{W}(L)). \quad (\text{II.39})$$

Taking the solution $W(L)$ to the discrete adjoint equation II.38, we can develop the discrete hybrid calculation of the Hessian of $J_{\text{EOLS}}$ using the following equations:

1. $a(\delta L, \delta U, U(L) - Z) = \delta L^T \nabla U(L)^T \hat{K}(L) \delta L \nabla U(L) = \delta L^T \nabla U(L)^T \hat{K}(L) \nabla U(L) \delta L$

2. $a(L, \delta U, \delta U) = \delta L^T \nabla U(L)^T \hat{K}(L) \nabla U(L) \delta L = \delta L^T \nabla U(L)^T \hat{K}(L) \nabla U(L) \delta L$

3. $c(\delta P, \delta P) = \delta L^T \nabla P^T C \nabla P \delta L$

4. $a(\delta L, \delta U(L), W(L)) = \delta L^T \nabla U(L)^T \hat{K}(L) \delta U(L) W(L) = \delta L^T \nabla U(L)^T \Lambda(W(L)) \delta L$.

Consequently, we have the following explicit formula for the Hessian:

$$\nabla^2 J_{\text{EOLS}}(L) = 2 \nabla U(L)^T \Lambda (U(L) - Z) + \nabla U(L)^T \hat{K}(L) \nabla U(L) + \nabla P(L)^T C \nabla P(L) + 2 \nabla U(L)^T \Lambda(W(L)). \quad (\text{II.40})$$

In the above equation, we find $\nabla U = (\nabla U, \nabla P)$ through the direct solution of

$$\hat{K}(L) \nabla U + B^T \nabla P = -\hat{K}(\delta L) U(L) \quad (\text{II.41})$$

or equivalently

$$\hat{K}(L) \nabla U + B^T \nabla P = -\Lambda(U(L)) \delta L \quad (\text{II.42})$$

### II.5.3 Discrete EE

From (II.28) and (II.29), we have

$$E_1 = (K + M)^{-1} \left( \hat{K}(L) Z + B^T \tilde{Z} - F \right)$$

$$M_Q E_2 = \left( B \tilde{Z} - C \tilde{Z} \right)$$

and consequently

$$E_1 = \left( K + M \right)^{-1} \left( \hat{K}(L) Z + B^T \tilde{Z} - F \right)$$

$$E_2 = M_Q^{-1} \left( B \tilde{Z} - C \tilde{Z} \right)$$
where $K$ and $M$ are the stiffness matrix and mass matrix corresponding to $\tilde{V}_h$, respectively and $M_Q$ is the mass matrix in $Q_h$. $Z = (\tilde{Z}, \tilde{Z})$ is again the discrete measured data.

Using the above formulas, we then have

$$J_{EE}(L) = \frac{1}{2} \langle E_1, (M + K)E_1 \rangle + \frac{1}{2} \langle E_2, M_Q E_2 \rangle$$

$$= \frac{1}{2} \langle \tilde{K}(L)\tilde{Z} + B^T \tilde{Z} - F, (K + M)^{-1} \left( \tilde{K}(L)\tilde{Z} + B^T \tilde{Z} - F \right) \rangle + \frac{1}{2} \langle B\tilde{Z} - C\tilde{Z}, M_Q^{-1} \left( B\tilde{Z} - C\tilde{Z} \right) \rangle$$

$$= \frac{1}{2} \langle \tilde{A}(\tilde{Z})\mu + B^T \tilde{Z} - F, (K + M)^{-1} \left( \tilde{A}(\tilde{Z})\mu + B^T \tilde{Z} - F \right) \rangle + \frac{1}{2} \langle B\tilde{Z} - C\tilde{Z}, M_Q^{-1} \left( B\tilde{Z} - C\tilde{Z} \right) \rangle.$$

The discrete first derivative is given by

$$DJ_{EE}(L)(\delta L) = \left\langle \tilde{A}(\tilde{Z})\delta L, (K + M)^{-1} \left( \tilde{A}(\tilde{Z})L + B^T \tilde{Z} - F \right) \right\rangle$$

and consequently,

$$\nabla J_{EE} = \tilde{A}(\tilde{Z})^T (K + M)^{-1} \left( \tilde{A}(\tilde{Z})L + B^T \tilde{Z} - F \right).$$

For the second derivative, we then have

$$D^2J_{EE}(L)(\delta L, \delta L) = \langle L(Z)\delta L, (K + M)^{-1}L(Z)\delta L \rangle$$

$$= \langle L(Z)^T (K + M)^{-1}L(Z)\delta L, \delta L \rangle,$$

which implies that the Hessian of $J_{EE}(L)$ is

$$\nabla^2 J_{EE}(L) = L(Z)^T (K + M)^{-1}L(Z). \quad (II.43)$$
III. GRADIENT AND EXTRAGRADIENT METHODS

III.1 Introduction

In this section, we introduce several variants of both projected gradient and extragradient methods to solve the tumor identification/elastography inverse problem by posing its solution as a variational inequality:

\[
\text{Find } \mu^* \in A \text{ such that: } \langle \nabla J(\mu^*), \mu - \mu^* \rangle \geq 0 \quad \text{for all } \mu \in A \tag{III.1}
\]

where \( A \subset B \) is our set of admissible coefficients (nonempty, closed, and convex), \( B \) is our coefficient space (a Banach space), and \( J \) is the MOLS, EOLS, or EE functional. Although an abuse of notation, we take these spaces as stand-ins for their discretized counterparts for the remainder of the discussion.

The above variational inequality has a unique solution if \( \nabla J \) is strongly monotone. That is, if

\[
\langle \nabla J(\mu_1) - \nabla J(\mu_2), \mu_1 - \mu_2 \rangle \geq \ell \|\mu_1 - \mu_2\|^2, \quad \forall \mu_1, \mu_2 \in A, \quad \ell > 0,
\]

and if \( \nabla J \) is Lipschitz continuous:

\[
\|\nabla J(\mu_1) - \nabla J(\mu_2)\| \leq L\|\mu_1 - \mu_2\|, \quad \forall \mu_1, \mu_2 \in A, \quad L > 0.
\]

Projected gradient methods are constrained extensions of the classical unconstrained gradient-based iterative methods such as the well-known steepest descent method,

\[
\mu_{k+1} = \mu_k - \alpha \nabla J(\mu_k), \tag{III.2}
\]

where \( \alpha > 0 \) is a parameter determining the “step length” of the algorithm. The projected methods subsequently incorporate a projection mapping, \( P_A : B \to A \), such that \( y = P_A(x) \) if and only if

\[
\|x - y\|^2_B \leq \|x - z\|^2_B \quad \text{for all } z \in A. \tag{III.3}
\]

This gives rise to iterative methods such as:

\[
\mu_{k+1} = P_A(\mu_k - \alpha \nabla J(\mu_k)) \tag{III.4}
\]

where each iterate \( \mu_k \) lies within \( A \) and where \( \mu_k \to \mu^* \) under the strong monotonicity of \( \nabla J \) and where the step length \( \alpha \) satisfies

\[
\alpha \in \left(0, \frac{2\ell}{L^2}\right).
\]
Extragradient methods were initially introduced to solve minimization and saddle point problems and have received considerable interest recently, particularly in the context of variational inequalities (see [8, 9, 11, 20, 25, 26, 27, 32, 33, 36, 37, 39, 42, 61, 69, 71, 72, 77, 90, 96, 98, 101, 104, 105, 106, 108, 110, 120, 121, 122, 123, 124, 125, 130, 132, 136, 138, 139, 141, 142, 143, 144, 148]).

Korpelevich [94], the method’s progenitor, gave the name “extragradient” to the method due to the second or “extra” evaluation of the objective function $f$ being minimized per algorithm iteration. When solving variational inequalities, this extra evaluation of $f$ corresponds to an extra evaluation of the gradient of $f$. These methods are also known by more descriptive names such as double-projection [69] and prediction-correction [67] methods.

In the remainder of this section, we detail the implementation of numerous gradient and extragradient algorithms and in a subsequent section, we present a thorough numerical comparison of the application of all of these methods to the tumor identification inverse problem.

### III.2 Extragradient and Gradient Methods

We analyze the following iterative schemes for solving the tumor identification/elastography inverse problem:

1. Gradient Projection Using Armijo Line Search
2. Fast Gradient Projection Using Armijo Line Search
3. Scaled Gradient Projection Using Barzilai-Borwein Rules
5. Solodov-Tseng Projection-Contraction Method
6. Improved He-Goldstein Type Extragradient Method
7. Two-step Extragradient Method
8. Hyperplane Extragradient Method

In Figure 12, we see a geometric comparison of the simplest examples of both a projected gradient and extragradient method. It is clear to see here the “extra” step in the extragradient method as well the sense in which the first step is a “prediction” followed by a secondary “correction”. 
Iterative Methods for the Elasticity Imaging Inverse Problem

\[ x_{k+1} = P_A(x_k - \alpha_k \nabla J(x_k)) \]

(a) Projected Gradient Method

\[ \tilde{x}_k = P_A(x_k - \alpha_k \nabla J(x_k)) \]
\[ x_{k+1} = P_A(x_k - \alpha_k \nabla J(\tilde{x}_k)) \]

(b) Khobotov Extragradient Method

Figure 12: Geometric comparison of gradient and extragradient iterative methods

III.2.1 Gradient Projection Method

The projected gradient algorithm (as outlined in the introduction) takes the form:

\[ \mu^{k+1} = P_A(\mu^k - \alpha \nabla J(\mu^k)) \]

Again, the strong convergence of the iterative method can be established by assuming that

\[ \alpha \in \left(0, \frac{2\ell}{L^2}\right) \]

where \( \ell \) and \( L \) are the modulus of strong monotonicity and Lipschitz continuity.

However, information about \( \ell \) and \( L \) is unavailable, practically, and hence some estimation method must be used to determine the step length \( \alpha \).

An Armijo line search can be used to backtrack from an arbitrary step size until the condition of sufficient decrease is satisfied [85]:

\[ J(\mu^{k+1}) - J(\mu^k) \leq -\alpha \lambda \|\nabla J(\mu^k)\|^2, \quad \text{for } \lambda \in (0, 1). \]

III.2.2 Fast Iterative Shrinkage-Thresholding Method

Beck and Teboulle [19], following the work of Nesterov [113], presented a fast version of the projected gradient method which is an “optimal” first order method (see [111] for more details). Let \( L \) be the Lipschitz constant of \( \nabla J \). The Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) is as follows.
Algorithm: FISTA

Choose $B^1 = \mu^0$, $t_1 = 1$, and $N$, the maximum number of iterations.

For $k = 0, 1, 2, \ldots, N$, perform the following:

- **Step 1:** $\mu^k = P_A(B^k - \frac{1}{L} \nabla J(B^k))$
- **Step 2:** $t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2}$
- **Step 3:** $B^{k+1} = \mu^k + \frac{t_k - 1}{t_{k+1}}(\mu^k - \mu^{k-1})$

End

Convergence is guaranteed under the assumption of Lipschitz continuity. A more practical version of the method (and the one actually implemented) uses Armijo line search in order to estimate a step length $0 < \alpha \lesssim \frac{1}{L}$.

### III.2.3 Scaled Gradient Projection

The scaled gradient projection (SGP) method is a variant of the projected gradient algorithm that scales the step direction to accelerate convergence. The iterative step of the SGP algorithm takes the form:

$$\mu^{k+1} = P_A(\mu^k - \alpha_k D_k \nabla J(\mu^k)),$$

where $D_k$ is a scaling matrix and $\alpha_k$ is again some step length. It is a common practice to take the scaling matrix $D_k$ as the inverse of the main diagonal of the Hessian of $J(\mu^k)$ with all other entries equal to zero. This can accelerate convergence by mimicking a full Newton-type method such as

$$\mu_{k+1} = \mu_k - \alpha_k \left[\nabla^2 J(\mu_k)\right]^{-1} \nabla J(\mu_k)$$

while reducing the total computational cost associated with the inversion of the complete Hessian.
Algorithm: SGP
Choose $\mu^0 \in \mu_m$, $\beta, \theta \in (0, 1)$, $0 < \alpha_{\text{min}} < \alpha_{\text{max}}$, $M > 0$

For $k = 0, 1, 2, \ldots$, perform the following steps:

Step 1: Choose $\alpha_k \in [\alpha_{\text{min}}, \alpha_{\text{max}}]$ and $D_k$

Step 2: Projection $Y^k = P_A(\mu^k - \alpha D_k \nabla J(\mu^k))$

If $Y^k = \mu^k$ Stop

Step 3: Descent direction: $d^k = Y^k - \mu^k$

Step 4: Set $\lambda_k = 1$ and $f_{\text{max}} = \max_{0 \leq j \leq \min(k, M-1)} J(\mu^{k-j})$

Step 5: Backtracking loop:

If $J(\mu^k + \lambda_k d^k) \leq f_{\text{max}} + \beta \lambda_k \nabla J(\mu^k)^T d^k$

Go to Step 6

Else

Set $\lambda_k = \theta \lambda_k$ and go to Step 5

EndIf

Step 6: $\mu^{k+1} = \mu^k + \lambda_k d^k$

End

Here, $\alpha_k$ is chosen using Barzilai-Borwein rules. That is, for

$$r^{k-1} = \mu^k - \mu^{k-1}$$
$$z^{k-1} = \nabla J(\mu^k) - \nabla J(\mu^{k-1})$$

we compute:

$$\alpha_k^{(1)} = \frac{r^{(k-1)^T} D_k^{-1} D_k^{-1} r^{(k-1)}}{r^{(k-1)^T} D_k^{-1} z^{(k-1)}}$$
$$\alpha_k^{(2)} = \frac{r^{(k-1)^T} D_k z^{(k-1)}}{z^{(k-1)^T} D_k z^{(k-1)}}.$$
Determined $\alpha_k$

If $\frac{\alpha_k^{(2)}}{\alpha_k^{(1)}} \leq \tau_k$ then

\[
\alpha_k = \min \left( \alpha_j^{(2)}; j = \max (1, k - M_\alpha), ..., k \right)
\]
\[
\tau_{k+1} = 0.9\tau_k
\]

Else

\[
\alpha_k = \alpha_k^{(1)}
\]
\[
\tau_{k+1} = 1.1\tau_k
\]

EndIf.

III.2.4 Korpelevich Extragradient Method

We now explore the extragradient method proposed by Korpelevich [94] to relax the conditions on convergence for the projection method:

\[
\bar{\mu}^k = P_A(\mu^k - \alpha \nabla J(\mu^k))
\]
\[
\mu^{k+1} = P_A(\mu^k - \alpha \nabla J(\bar{\mu}^k)),
\]

where $\alpha$ is constant for all iterations.

Convergence can be proven under the following conditions:

1. The solution set is non-empty
2. $\nabla J$ is monotone
3. $\nabla J$ is Lipschitz continuous with constant $L$
4. $\alpha \in (0, \frac{1}{L})$

Without direct knowledge of $L$, it follows from the above conditions that it can be impossible, in practice, to select an $\alpha$ that guarantees convergence. The temptation would be to choose an arbitrarily small value for $\alpha$, however, although a small enough $\alpha$ guarantees convergence, convergence can be slow enough to be practically indistinguishable from non-convergence. This suggests a direct improvement of the basic extragradient method, where $\alpha$ is replaced by an adaptive step length based on some estimation of $L$. 
III.2.5 Khobotov Extragradient Method

Khobotov [88] introduced the method below that removes the Lipschitz continuity constraint on $\nabla J$. The adaptive algorithm now has the following two-step iteration:

\[
\begin{align*}
\bar{\mu}^k &= P_A(\mu^k - \alpha_k \nabla J(\mu^k)) \\
\mu^{k+1} &= P_A(\mu^k - \alpha_k \nabla J(\bar{\mu}^k)).
\end{align*}
\]

Again, a reduced $\alpha_k$ guarantees convergence, but to prevent slow convergence, it is obvious that how the sequence of $\{\alpha_k\}$ reduces must be controlled in some sense.

Khobotov provides the following reduction rule for $\alpha_k$ in [88]:

\[
\alpha_k > \beta \frac{\|A^k - \bar{A}^k\|}{\|\nabla J(A^k) - \nabla J(\bar{A}^k)\|},
\]

where $\beta \in (0, 1)$. Numerical results from [132] and [88] suggest that a $\beta$-value between 0.8 and 0.9, is sufficient to effectively control the reduction of $\alpha_k$.

Khobotov’s extragradient method is then as follows:

**Algorithm: Khobotov Extragradient**

Choose $\alpha_0$, $\mu^0$, and $\beta \in (0, 1)$

While $\|\mu^{k+1} - \mu^k\| > \text{TOL}$

Step 1: Compute $\nabla J(\mu^k)$

Step 2: Compute $\bar{\mu}^k = P_A(\mu^k - \alpha_k \nabla J(\mu^k))$

Step 3: Compute $\nabla J(\bar{\mu}^k)$

If $\nabla J(\bar{\mu}^k) = 0$, Stop

Step 4: If $\alpha_k > \beta \frac{\|\mu^k - \bar{\mu}^k\|}{\|\nabla J(\mu^k) - \nabla J(\bar{\mu}^k)\|}$

then reduce $\alpha_k$ and go to Step 5

Step 5: Compute $\mu^{k+1} = P_A(\mu^k - \alpha_k \nabla J(\bar{\mu}^k))$

End.

III.2.6 Marcotte Reduction Rules for Step Length

Khobotov’s algorithm gives one workable method for reducing $\alpha_k$ but does not rule out other, perhaps more desirable, methods. Marcotte developed a new rule for reducing $\alpha_k$ along with closely related variants [100, 132]. The first Marcotte rule is based on the sequence $a_k = \frac{1}{2}a_{k-1}$ and forces
\( \alpha_k \) to satisfy Step 5 of Khobotov’s algorithm by additionally taking:

\[
\alpha_k = \min \left\{ \frac{\alpha_{k-1}}{2}, \frac{\| \mu^k - \bar{\mu}^k \|}{\sqrt{2} \| \nabla J(\mu^k) - \nabla J(\bar{\mu}^k) \|} \right\}.
\]

Both the Khobotov and Marcotte reduction rules can still run the risk of choosing an initial \( \alpha \) small enough that \( \alpha_k \) is never reduced, resulting in slow convergence. Ideally, \( \alpha_k \) should then have the ability to increase if \( \alpha_{k-1} \) is smaller than some optimal value. This leads to a modified version of Marcotte’s rule where an initial \( \alpha \) is selected using the rule

\[
\alpha = \alpha_{k-1} + \gamma \left( \beta \frac{\| \mu^{k-1} - \bar{\mu}^{k-1} \|}{\| \nabla J(\mu^{k-1}) - \nabla J(\bar{\mu}^{k-1}) \|} - \alpha_{k-1} \right)
\]

where \( \gamma \in (0, 1) \).

The reduction rule in Step 5 of Khobotov’s algorithm is then replaced with

\[
\alpha_k = \max \left\{ \hat{\alpha}, \min \left\{ \xi \cdot \alpha, \beta \frac{\| \mu^{k-1} - \bar{\mu}^{k-1} \|}{\| \nabla J(\mu^{k-1}) - \nabla J(\bar{\mu}^{k-1}) \|} \right\} \right\}
\]

where \( \xi \in (0, 1) \), and \( \hat{\alpha} \) is some lower limit for \( \alpha_k \) (generally taken as no less than \( 10^{-4} \)).

### III.2.7 Algorithmic stopping criteria

We also note that Marcotte provides the following useful stopping criteria for the Khobotov extragradient methods [100]. We consider the gap function

\[
\gamma(\mu_k) := \langle \mu_k - \bar{\mu}_k, \nabla J(\mu_k) \rangle
\]

and note that \( \gamma \) is both non-negative and that \( \gamma(\mu_k) = 0 \) implies that \( \mu_k \) is a solution to the variational inequality (III.1). Thus the condition

\[
\gamma(\mu_k) \leq \text{TOL},
\]

where \( \text{TOL} \) is a suitably small constant, provides a reasonable stopping criteria for the extragradient method. When considered geometrically, as in Figure 13, the stopping criteria correlates with the intuitive notion of perpendicularity between \( \nabla J \) and \( \mu_k - \bar{\mu}_k \).

![Figure 13: Geometric interpretation of the gap function stopping criteria](image-url)
III.2.8 Scaled Extragradient Method

We now examine a representative algorithm from a family of a projection-contraction-type extragradient methods developed by Solodov and Tseng [127]. Similar to the SGP algorithm, this method employs a scaling matrix $M$ to accelerate convergence. The two-step iteration has the form:

$$
\begin{align*}
\bar{\mu}^k &= P_A(\mu^k - \alpha_k \nabla J(\mu^k)), \\
\mu^{k+1} &= \mu^k - \gamma M^{-1}(T_\alpha(\mu^k) - T_\alpha(P_A(\bar{\mu}^k)))
\end{align*}
$$

where $\gamma \in \mathbb{R}^+$ and $T_\alpha = (I - \alpha \nabla J)$; here, $I$ is the identity matrix, and $\alpha$ is chosen such that $T_\alpha$ is strongly monotone.

Additional discussion regarding the scaling matrix is provided by Tinti in [132]. In both [132] and [127], their numerical experiments consider only the case where $M = I$. We additionally consider a scaling matrix given by the diagonal of the Hessian with the remaining entries zero.

**Algorithm: Solodov-Tseng**

Choose $\mu^0, \alpha_{-1}, \theta \in (0, 2), \rho \in (0, 1), \beta \in (0, 1), M \in \mathbb{R}^{m \times m}$

Initialize: $\bar{\mu}^0 = 0, k = 0, rx = \text{ones}(m, 1)$

While $\|rx\| > \text{TOL}$

Step 1: if $\|rx\| < \text{TOL}$ then Stop

else $\alpha = \alpha_{k-1}, \text{flag} = 0$

Step 2: if $\nabla J(\mu^k) = 0$ then Stop

Step 3: While $\alpha(\mu^k - \bar{\mu}^k)^T(\nabla J(\mu^k) - \nabla J(\bar{\mu}^k)) > (1 - \rho)\|\mu^k - \bar{\mu}^k\|^2$ or $\text{flag} = 0$

If $\text{flag} \neq 0$ Then $\alpha = \alpha_{k-1}\beta$ endif

update $\bar{\mu}^k = P_A(\mu^k - \alpha \nabla J(\mu^k))$, compute $\nabla J(\bar{\mu}^k)$

$\text{flag} = \text{flag} + 1$

endwhile

Step 4: update $\alpha_k = \alpha$

Step 5: compute $\gamma = \theta \rho \|\mu^k - \bar{\mu}^k\|^2 / \|M^{1/2}(\mu^k - \bar{\mu}^k - \alpha_k \nabla J(\mu^k)) + \alpha_k \nabla J(\bar{\mu}^k)\|^2$

Step 6: compute $\mu^{k+1} = \mu^k - \gamma M^{-1}(\mu^k - \bar{\mu}^k - \alpha_k \nabla J(\mu^k) + \alpha_k \nabla J(\bar{\mu}^k))$

Step 7: $rx = \mu^{k+1} - A^k, k = k + 1$ go to Step 3

End
We note that the Solodov-Tseng method suggests a generalized extragradient methods:

\[
\begin{align*}
\tilde{\mu}^k &= P_\mu(\mu^k - \alpha_k \nabla J(\mu^k)) \\
\mu^{k+1} &= P_\mu(\mu^k - \eta_k \nabla J(\tilde{\mu}^k)),
\end{align*}
\]

where \(\alpha_k\) and \(\eta_k\) are chosen according to different rules.

### III.2.9 Goldstein-Type Extragradient Methods

The classical Goldstein projection method [24, 97] improves upon the simpler projected gradient method with an iteration step like the following:

\[
\mu^{k+1} = P_A(\mu^k - \beta_k \nabla J(\mu^k))
\]

where

\[
0 < \varepsilon \leq \beta_k \leq \frac{2(1 - \varepsilon)}{L}
\]

with \(0 < \varepsilon \leq \frac{2}{(2+L)}\) and where \(L\) is again the Lipschitz constant.

The He-Goldstein method, an extragradient method based on the classical Goldstein method has a two-step iteration of the form

\[
\begin{align*}
\tilde{\mu}^k &= P_A(\nabla J(\mu^k) - \beta_k \mu^k) \\
\mu^{k+1} &= \mu^k - \frac{1}{\beta_k} \{\nabla J(\mu^k) - \tilde{\mu}^k\}.
\end{align*}
\]

It can also be expressed:

\[
\begin{align*}
\rho(\mu^k, \beta_k) &= \frac{1}{\beta_k} \{\nabla J(\mu^k) - P_A[\nabla J(\mu^k) - \beta_k \mu^k]\} \\
\mu^{k+1} &= \mu^k - \rho(\mu^k, \beta_k).
\end{align*}
\]

The algorithm below is based on an improved version of the He-Goldstein algorithm in [97] that provides control over the second projection (choosing \(\eta_k\)).
Algorithm: Improved He-Goldstein

Initialize: choose $\beta_U > \beta_L > \frac{1}{(4\tau)}, \gamma \in (0, 2), \varepsilon > 0, \mu^0, \beta_0 \in [\beta_L, \beta_U], k = 0$

Step 1: Compute:
$$r(\mu^k, \beta_k) = \frac{1}{\beta_k} (\nabla J(\mu^k) - PA[\nabla J(\mu^k) - \beta_k \mu^k])$$

If $\|r(\mu^k, \beta_k)\| \leq \varepsilon$ then Stop

Step 2: $\mu^{k+1} = \mu^k - \gamma \alpha_k r(\mu^k, \beta_k)$  where $\alpha_k := 1 - \frac{1}{4\beta_k \tau}$

Step 3: Update $\beta_k$

$$\omega_k = \frac{\|\nabla J(\mu^{k+1} - \nabla J(\mu^k))\|}{\beta_k \|\mu^{k+1} - \mu^k\|}$$

If $\omega_k < \frac{1}{2}$ Then $\beta_{k+1} = \max\{\beta_L, \frac{1}{2} \beta_k\}$

Else if $\omega_k > \frac{3}{2}$ Then $\beta_{k+1} = \min\{\beta_U, \frac{5}{2} \beta_k\}$

Step 4: $k = k + 1$, go to Step 1

III.2.10 Two-step Extragradient Method

Zykina and Melenchuk consider a three step projection method which they called a two-step extragradient method[148]. Some numerical experiments with saddle point problems for a bilinear function (given in [148]) show that the convergence of this method is faster compared to the standard extragradient method. A simple adaptive version of the algorithm they present takes the form:

$$\tilde{\mu}^k = PA(\mu^k - \alpha_k \nabla J(\mu^k))$$

$$\bar{\mu}^k = PA(\tilde{\mu}^k - \eta_k \nabla J(\tilde{\mu}^k))$$

$$\mu^{k+1} = PA(\mu^k - \xi_k \nabla J(\bar{\mu}^k))$$

where either $\xi_k = \eta_k = \alpha_k$ or all three step lengths are determined independently. Our current implementation of this method takes the simplest approach with all three step lengths the same.

III.2.11 Hyperplane Projection Method

Hyperplane-type method have the following general geometric outline (from [48]). Beginning with some $\mu_k \in A$, we consider (in the common extragradient fashion) the point

$$\tilde{\mu}_k = PA(\mu_k - \nabla J(x)).$$
Backtracking along the line segment connecting $\mu_k$ and $\bar{\mu}_k$ using a line search method, we can find some $\tilde{\mu}_k \in A$ such that the hyperplane $H^k$ of $\mu$’s satisfying

$$\langle \nabla J(\tilde{\mu}_k), \tilde{\mu}_k - \mu \rangle = 0$$

separates our original iterate $\mu_k$ from the solution $\mu^*$ for the variational inequality (III.1). Now, we project $\mu_k$ onto $H^k$ to get

$$\omega_k = P_{H^k}(\mu_k).$$

Finally, we project back on to $A$ to get the next iterate

$$\mu_{k+1} = P_A(\omega_k).$$

In Figure 14 we see a graphic representation of one step of the hyperplane method outlined above.

The hyperplane method outlined below was presented by Iusem and requires three constants, $\varepsilon \in (0, 1)$ and $\hat{\alpha} \geq \tilde{\alpha} > 0$ such that the sequence $\alpha_k$ is computed where

$$\langle \nabla J(\bar{\mu}_k), \bar{\mu}_k - \mu \rangle \leq 0$$

when $\alpha_k \in [\hat{\alpha}, \tilde{\alpha}]$. 

**Figure 14:** Geometric interpretation of a single iteration of the hyperplane method
Algorithm: Hyperplane (Iusem)

Choose: $\mu^0, \varepsilon, \hat{\alpha}, \tilde{\alpha}$

Initialize: $k = 0, rx = \text{ones}(m, 1)$

While $\|rx\| > \text{TOL}$

Step 1: Choose $\tilde{\alpha}_k$ using a finite bracketing procedure

Step 2: Compute $K^k = P_A(\mu^k - \tilde{\alpha}_k \nabla J(\mu^k))$ and $\nabla J(K^k)$

Step 3: If $\nabla J(K^k) = 0$ then Stop

Step 4: If $\|\nabla J(\tilde{\mu}^k) - \nabla J(\mu^k)\| \leq \frac{\|K^k - \mu^k\|^2}{2\varepsilon \|\nabla J(\mu^k)\|}$

Then $\tilde{\mu}^k = K^k$

Else find $\alpha_k \in (0, \tilde{\alpha}_k)$ such that

$\varepsilon \frac{\|K^k - \mu^k\|^2}{2\alpha_k \|\nabla J(\mu^k)\|} \leq \|\nabla J(P_A(\mu^k - \alpha_k \nabla J(\mu^k))) - \nabla J(\mu^k)\| \leq \frac{\|K^k - \mu^k\|^2}{2\alpha_k \|\nabla J(\mu^k)\|}$

Step 5: Compute $\hat{\mu}^k = P_A(\mu^k - \alpha_k \nabla J(\mu^k))$

Step 6: If $\nabla J(\hat{\mu}^k) = 0$ then Stop

Step 7: Compute $\eta_k$

Step 8: Compute $\mu^{k+1} = P_A(\mu^k - \eta_k \nabla J(\hat{\mu}^k))$

Step 9: $rx = \mu^{k+1} - \mu^k, k = k + 1; \text{go to Step 3};$

End
IV. PROXIMAL POINT METHODS

IV.1 Introduction

Generally, parameter identification inverse problems in partial differential equations are highly ill-posed and this is particularly true of the inverse problem under consideration in this work. The general process of overcoming this ill-conditioning is known as regularization and perhaps the most commonly used method is Tikhonov regularization [131].

In the context laid out in § II, we recall that the solution to our inverse problem is given by the solution to an optimization problem:

\[
\text{Find } \mu^* \in A \text{ such that:} \\
J(\mu^*) \leq J(\mu) \text{ for all } \mu \in A 
\] (IV.1)

where \( J \) is either the OLS, MOLS, EOLS, or EE functional.

The application of Tikhonov regularization to this problem begins with a perturbation of the original objective functional:

\[
J(\mu; \beta) = J(\mu) + \beta \|G\mu\|^2
\] (IV.2)

where \( \beta \geq 0 \) is a constant known as the regularization parameter and where \( G \) is some weighting operator on \( \mu \) (typically \( G \) is taken as the identity operator, which we do throughout). We then can then consider the perturbed analogue of the optimization problem:

\[
\text{Find } \mu' \in A \text{ such that:} \\
J(\mu'; \beta) \leq J(\mu; \beta) \text{ for all } \mu \in A. 
\] (IV.3)

In (IV.3), the regularization term \( \beta \|\mu\|^2 \) acts to penalize those potential minimizers of \( J(\mu) \) that are “large” with respect to the given norm. Thus it is not necessarily the case that \( \mu' = \mu^* \), but instead, in a certain sense, \( \mu' \) is a solution to (IV.1) with minimal norm. We note that the typical norms used are the \( H^1 \), \( L^2 \) or \( H^1 \)-seminorm.

For convex frameworks, like EE or MOLS, Tikhonov regularization gives a unique solution to the associated variational inequality:

\[
\langle \nabla J(\mu^*), \mu^* - \mu \rangle \geq 0 \text{ for all } \mu \in A, 
\] (IV.4)

which in turn is a necessary and sufficient optimality condition for solving the inverse problem. For nonconvex frameworks, like EOLS and OLS, the variational inequality is only a necessary condition. 

\(^4\text{Truly, a family of optimization problems since } J(\cdot; \beta) \text{ is a family of functionals.} \)
but a large enough regularization parameter can be chosen to ensure the uniqueness of solutions. This suggests the glaring downside of the Tikhonov approach.

It can be shown that as $\beta \to 0$, the Tikhonov-perturbed problem \(\text{[IV.3]}\) approaches the original problem \(\text{[IV.1]}\) \[48\]. However, assuming $\mu \neq 0$, it follows that unless $\beta = 0$, the Tikhonov problem \(\text{[IV.3]}\) and the original problem \(\text{[IV.1]}\) will never coincide. Therefore, to find a solution as close to the original problem as possible, we must choose $\beta$ as small as possible but that still guarantees the well-conditioning of the original problem. Thus the proper selection of regularization parameter is of high importance for practical applications and given the typically heuristic nature of the choice, prone to the introduction of error through either over- or under-regularization.

Proximal methods (outlined in detail in the remaining subsections) are another approach to regularization that seem well-suited to the tumor identification inverse problem and which overcome this shortcoming of the Tikhonov regularization approach. Their general outline consists of the progressive replacement of a single convex optimization by a sequence of strictly or strongly convex optimization problems. To briefly illustrate the advantage of proximal methods, we consider the “proximal” perturbed functional

$$J_P(\mu) = J(\mu) + c_{k} \|\mu - \mu^{k-1}\|_2^2 \quad \text{(IV.5)}$$

where $\{c_k\}$ is a bounded sequence in $\mathbb{R}$. Then, if the sequence $\{\mu_k\}$ converges, the proximal regularization term $c_k \|\mu - \mu^{k-1}\|_2^2$ goes to zero even if $\{c_k\}$ does not \[48\].

For convex problems using Tikhonov regularization, algorithms are known to converge to a minimal-norm solution. Comparatively, for proximal point methods, no such characterization concerning the solution is available. Therefore it is natural to ask whether proximal point methods can be applied directly to inverse problem optimization frameworks, thus obviating the need for the selection of an optimal regularization parameter.

**IV.2 Proximal Methods**

In this section, we apply several proximal-like optimization algorithms to the optimization frameworks developed in \[II\]. In particular, we examine several variations on the self-adaptive, inexact Hager and Zhang proximal-point algorithms developed in \[61\].

Our analysis begins with a review of the classical proximal-point algorithm. Here we seek the
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solution to our fundamental constrained minimization problem:

$$\min_{\mu \in A} J(\mu)$$  \hspace{1cm} (IV.6)

where $A$ is a closed and convex set representing our feasible parameters and $J$ is the $J_{\text{MOLS}}, J_{\text{EOLS}},$ or $J_{\text{EE}}$ objective functional.

We now consider the functional

$$J_P(\mu) = J(\mu) + \frac{1}{2\lambda_k} \|\mu - \mu^k\|^2,$$  \hspace{1cm} (IV.7)

where $\lambda_k$ is a positive number and $\mu^k \in A$. We note that $J_P(\mu)$ is strictly convex in the case of $J_{\text{MOLS}}$ and $J_{\text{EE}}$ since $J$ and the introduced quadratic term $\frac{1}{2\lambda_k} \|\mu - \mu^k\|^2$, known as the proximal regularization term, are both also strictly convex. Thus, we have the related, uniquely-solvable subproblem

$$\min_{\mu \in A} J_P(\mu)$$  \hspace{1cm} (IV.8)

for which the necessary and sufficient optimality conditions in turn yield the following variational inequality problem:

Find $\mu^* \in A$ such that:

$$\langle \nabla J_P(\mu^*), \mu - \mu^* \rangle \geq 0 \quad \text{for all } \mu \in A.$$  \hspace{1cm} (IV.9)

In this context, the classical proximal-point algorithm generates a sequence \{$\mu^k$\} such that

$$\mu^{k+1} = \arg \min_{\mu \in A} \left\{ J(\mu) + \frac{1}{2\lambda_k} \|\mu - \mu^k\|^2 \right\}$$  \hspace{1cm} (IV.10)

where \{$\lambda^k$\} is a sequence of positive numbers. It can be shown that, under certain conditions, the iterates \{$x^k$\} converge to a solution of (IV.6) \[80\].

Subsequently, we will consider several variations on the above proximal approach coupled with the method of accelerated convergence outlined by Hager and Zhang \[61\]. For further details on these methods and their history, we refer the interested reader to \[63, 81, 116, 122, 135\] and the cited references therein.

IV.2.1 Hager and Zhang’s Proximal Point Method

Hager and Zhang \[61\] introduce two criteria between subsequent iterates of (IV.10) for the solution of the subproblem (IV.8):

$$J_P(\mu^{k+1}) \leq J(\mu^k)$$  \hspace{1cm} (IV.11)

$$\|\nabla J_P(\mu^{k+1})\| \leq \theta^k \|\nabla J(\mu^k)\|.$$  \hspace{1cm} (IV.12)
As they detail, taking the proximal regularization parameter as

\[ \theta^k = \tau \| \nabla J(\mu^k) \| \eta, \]

where \( \eta \in [0, 2) \) and \( \tau > 0 \) are constants, gives quadratic convergence of the iterates to the solution set of \((IV.8)\). This gives rise to the following algorithm:

---

**Algorithm: Hager-Zhang Proximal Point**

**Initialization Step:** Choose an initial guess \( \mu^0 \), initialize \( \tau \) and \( \eta \), and take \( k = 0 \).

Let \( \theta^k = \tau \| \nabla J(\mu^k) \| \eta \) and let \( \gamma = 1 \).

**Step 1:** Find \( \mu^{k+1} \) satisfying \( \| \nabla J_P(\mu^{k+1}) \| \leq \theta^k \gamma \| \nabla J(\mu^k) \| \)

**Step 2:**

If \( \mu^{k+1} \) satisfies \( J_P(\mu^{k+1}) \leq J(\mu^k) \)

Go to Step 3.

Else,

Set \( \gamma = 0.1 \gamma \) and go to Step 1.

End.

**Step 3:** Let \( \mu^k = \mu^{k+1} \).

**Step 4:** Set \( k = k + 1 \) and go to Step 1.

---

In Step 1, the subproblem was solved using an unconstrained conjugate-gradient trust-region method to find the subsequent iterate \( \mu^{k+1} \).

### IV.2.2 Hager and Zhang’s Proximal Point Method Using \( \varphi \)-Divergence

The first variant of the classical proximal algorithm we examine replaces the proximal regularization term in \((IV.7)\) by what are known as \( \varphi \)-divergences (see Kanzow [80] for further details). For their definition, let \( \Phi \) denote the class of closed, proper and convex functions \( \varphi : \mathbb{R} \rightarrow (-\infty, \infty] \) which have \( \text{domain}(\varphi) \subset [0, \infty) \) and which possess the following properties:

1. \( \varphi \) is twice continuously differentiable on \( \text{int}(\text{domain}(\varphi)) = (0, +\infty) \).
2. \( \varphi \) is strictly convex on its domain.
3. \( \lim_{t \to 0^+} \varphi'(t) = -\infty \).
4. \( \varphi(1) = \varphi'(1) = 0 \) and \( \varphi''(1) > 0 \).
5. There exists \( \nu \in \left( \frac{1}{2} \varphi''(1), \varphi''(1) \right) \) such that

\[
\left( 1 - \frac{1}{t} \right) \left( \varphi''(1) + \nu(t - 1) \right) \leq \varphi'(t) \leq \varphi''(1)(t - 1), \quad \forall t > 0.
\]

Then for some \( \varphi \in \Phi \), the \( \varphi \)-divergence between two \( x, y \in \mathbb{R}^n_+ \) is given by

\[
d_{\varphi}(x, y) = \sum_{i=1}^{n} y_i \varphi \left( \frac{x_i}{y_i} \right).
\]  

(AV.13)

A few examples of suitable \( \varphi \) functions are

\[
\begin{align*}
\varphi_1(t) &= t \log t - t + 1 \\
\varphi_2(t) &= -\log t + t - 1 \\
\varphi_3(t) &= \left( \sqrt{t} - 1 \right)^2.
\end{align*}
\]

Taking \( \varphi_1 \) above yields the \( \varphi \)-divergence

\[
d_{\varphi_1}(x, y) = \sum_{i=1}^{n} x_i \log \frac{x_i}{y_i} + y_i - x_i
\]  

(AV.14)

We now replace the proximal regularization term in (AV.7) with (AV.14) giving

\[
J_{\varphi_1}(\mu) = J(\mu) + \theta^k d_{\varphi_1}(\mu, \mu^k).
\]  

(AV.15)

and subsequently the proximal-like iteration

\[
\mu^{k+1} = \arg \min_{\mu \in A} J_{\varphi_1}(\mu)
\]  

(AV.16)

Substituting \( J_{\varphi_1}(\mu) \) for \( J_P(\mu) \) into Algorithm 1 yields the \( \varphi \)-divergence proximal-like algorithm.

**IV.2.3 Hager and Zhang’s Proximal Point Method Using Bregman Functions**

Continuing in the manner of \( \varphi \)-divergences above, the next modified algorithm replaces the proximal regularization term with another strictly convex distance function defined by

\[
D_\psi(x, y) = \psi(x) - \psi(y) - \nabla \psi(y)^T(x - y),
\]  

(AV.17)

where \( \psi \) is a so-called Bregman function.

We now review the definition of a Bregman function. Let \( S \) be an open and convex set and a
let \( \psi : \bar{S} \to \mathbb{R} \) be a given mapping. If \( \psi \) is a Bregman function, it must satisfy the following criteria:
1. \( \psi \) is strictly convex and continuous on \( \tilde{S} \).

2. \( \psi \) is continuously differentiable in \( S \).

3. The partial level set

\[
L_\alpha = \{ y \in \tilde{S} | D\psi(x, y) \leq \alpha \}
\]

is bounded for every \( x \in \tilde{S} \).

4. If \( \{ y^k \} \subset \tilde{S} \) converges to \( x \), then \( \lim_{k \to \infty} D\psi(x, y^k) = 0 \).

A few examples of Bregman functions are given below:

\[
\psi_1(x) = \frac{1}{2} \| x \|^2 \quad \text{with} \quad S = \mathbb{R}^n,
\]

\[
\psi_2(x) = \sum_{i=1}^{n} x_i \log x_i - x_i \quad \text{with} \quad S = \mathbb{R}_+^n,
\]

\[
\psi_3(x) = -\sum_{i=1}^{n} \log x_i \quad \text{with} \quad S = \mathbb{R}_+^n.
\]

We note that the corresponding distance function for \( \psi_1 \) is

\[
D\psi_1(x, y) = \frac{1}{2} \| x - y \|^2,
\]

which recovers the original proximal regularization term introduced in (IV.7). Similarly, for \( \psi_2 \) we have

\[
D\psi_2(x, y) = \sum_{i=1}^{n} x_i \log \frac{x_i}{y_i} + y_i - x_i
\]

which is equivalent to the \( \varphi \)-divergence given by (IV.14).

Taking

\[
D\psi_3(x, y) = \sum_{i=1}^{n} x_i \log \frac{x_i}{y_i} - \log \frac{x_i}{y_i} - 1
\]

we can again replace the proximal regularization term to get the functional

\[
J_{\psi_3}(\mu) = J(\mu) + \theta^k D\psi_3(\mu, \mu^k) \quad \text{(IV.18)}
\]

and the corresponding subproblem

\[
\mu^{k+1} = \arg \min_{\mu \in A} J_{\psi_3}(\mu). \quad \text{(IV.19)}
\]
IV.2.4 Proximal-like Methods Using Modified $\varphi$-Divergence

To solve the subproblem in Step 1 of the Hager-Zhang algorithm using the $\varphi$-divergence method, we made use of a fast conjugate-gradient-based trust-region method. Applying a second-order Newton-type method to solve the subproblem requires the calculation of the Hessian of both the objective functional and proximal regularization term.

To avoid possible ill-conditioning of the Hessian (see [80] for a full discussion), we replace the original $\varphi$-divergence function with

$$d_\varphi(x,y) = \sum_{i=1}^{n} y_i^2 \varphi \left( \frac{x_i}{y_i} \right)$$

(IV.20)

giving

$$\nabla^2_{xx}d_\varphi(x,y) = \sum_{i=1}^{n} \varphi'' \left( \frac{x_i}{y_i} \right) e_i e_i^T$$

(IV.21)

where $e_i$ is the $i$-th unit basis vector of $\mathbb{R}^n$.

Again taking

$$J_{\tilde{\varphi}_1}(\mu) = J(\mu) + d_{\tilde{\varphi}_1}(\mu, \mu^k)$$

(IV.22)

we have the iteration

$$\mu^{k+1} = \arg \min_{\mu \in A} J_{\tilde{\varphi}_1}(\mu).$$

(IV.23)

However, now equipped with the Hessian of $J_{\tilde{\varphi}_1}(\mu)$, we can apply a full Newton-type method to solve the associated subproblem.
V. Numerical Experiments

In this section we consider a representative example of an elastography inverse problem for the recovery of a variable $\mu$ on a two dimensional isotropic domain $\Omega = (0, 1) \times (0, 1)$ with boundary $\partial \Omega = \Gamma_1 \cup \Gamma_2$. $\Gamma_1$, where the Dirichlet boundary conditions hold, is taken as the top boundary of the domain while $\Gamma_2$, where the Neumann conditions hold, is taken as the union of the remaining boundary points.

The inverse problem is solved on a $30 \times 30$ quadrangular mesh with 441 quadrangles and 1409 total degrees of freedom (see §II.5 for a complete discussion of the discretization).

In keeping with the near incompressibility inherent in the problem, $\lambda$ is taken as a large constant, particularly $\lambda = 10^6$.

The functions defining the coefficient, load, and boundary conditions are as follows:

$$
\mu(x, y) = 2.5 + \frac{1}{4} \sin(2\pi xy) \cos(\pi y), \quad f(x, y) = \begin{bmatrix} 2.3 + \frac{1}{10^6} x \\ 2.3 + \frac{1}{10^6} y \end{bmatrix},
$$

$$
g(x, y) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \text{ on } \Gamma_1,
$$

$$
h(x, y) = \begin{bmatrix} \frac{1}{2} + x^2 \\ \frac{1}{2} + y^2 \end{bmatrix} \text{ on } \Gamma_2.
$$

The examples using extragradient and gradient methods all employ Tikhonov regularization with a fixed regularization parameter $\beta = 10^{-5}$ to ensure comparable results. The proximal point algorithms use proximal regularization only. See §IV for a detailed discussion of the difference between both regularization approaches.
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<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals</th>
<th>$\nabla J$ evals</th>
<th>$\nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Korpelevich</td>
<td>76,130</td>
<td>76,130</td>
<td>–</td>
<td>38,062</td>
<td>$1.292 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Khobotov</td>
<td>13,172</td>
<td>13,172</td>
<td>–</td>
<td>6,583</td>
<td>$1.176 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Marcotte 1</td>
<td>29,082</td>
<td>29,082</td>
<td>–</td>
<td>14,536</td>
<td>$1.273 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Marcotte2</td>
<td>13,966</td>
<td>13,966</td>
<td>–</td>
<td>5,234</td>
<td>$1.184 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>He-Goldstein</td>
<td>41,759</td>
<td>41,759</td>
<td>–</td>
<td>41,753</td>
<td>$1.180 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Solodov-Tseng (I)</td>
<td>$1.29 \cdot 10^5$</td>
<td>$1.29 \cdot 10^5$</td>
<td>–</td>
<td>42,937</td>
<td>$1.199 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Solodov-Tseng (H)</td>
<td>3,286</td>
<td>3,286</td>
<td>1</td>
<td>1,090</td>
<td>$1.366 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Hyperplane</td>
<td>35,730</td>
<td>35,730</td>
<td>–</td>
<td>5,530</td>
<td>$1.195 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Two-step</td>
<td>16,146</td>
<td>16,146</td>
<td>–</td>
<td>5,312</td>
<td>$1.191 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Projected Gradient</td>
<td>26,698</td>
<td>10,007</td>
<td>–</td>
<td>10,000</td>
<td>$1.172 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Scaled Projected Gradient</td>
<td>2,119</td>
<td>917</td>
<td>1</td>
<td>905</td>
<td>$1.172 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>FISTA</td>
<td>$1.08 \cdot 10^5$</td>
<td>5,005</td>
<td>–</td>
<td>5,000</td>
<td>$1.173 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

**Table 1:** Comparison of Gradient and Extragradient Methods (EE)

<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals</th>
<th>$\nabla J$ evals</th>
<th>$\nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hager-Zhang</td>
<td>4,150</td>
<td>3,970</td>
<td>–</td>
<td>178</td>
<td>$9.230 \cdot 10^{-9}$</td>
</tr>
<tr>
<td>$\varphi$-divergence</td>
<td>3,922</td>
<td>3,695</td>
<td>–</td>
<td>176</td>
<td>$1.510 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>Bregman</td>
<td>3,575</td>
<td>3,378</td>
<td>–</td>
<td>159</td>
<td>$3.210 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>Quadratic $\varphi$</td>
<td>54</td>
<td>50</td>
<td>16</td>
<td>32</td>
<td>$8.760 \cdot 10^{-9}$</td>
</tr>
</tbody>
</table>

**Table 2:** Comparison of Proximal Point Methods (EE)
Figure 15: Convergence of $J(\mu)$ using EGM (EE)

Figure 16: Convergence $J(\mu)$ using PPM (EE)
Figure 17: Hyperplane Method (EE) (EE)

Figure 18: Two-step Method (EE) (EE)
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**Figure 19:** Solodov-Tseng Method using Hessian (EE)

**Figure 20:** Solodov-Tseng Method using Identity (EE)
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Figure 21: He-Goldstein Method (EE)

Figure 22: Projected Gradient with Hessian (EE)
Figure 23: Fast Iterative Shrinkage-Thresholding (FISTA) (EE)

Figure 24: Marcotte – First Variant (EE)
Figure 25: Marcotte – Second Variant (EE)

Figure 26: Korpelevich Method (EE)
Figure 27: Khobotov Method (EE)

Figure 28: Hager-Zhang Method (EE)
Figure 29: Hager-Zhang Method using Bregman Functions (EE)

Figure 30: Hager-Zhang Method using $\varphi$-Divergence (EE)
Table 3: Comparison of Gradient and Extragradient Methods (MOLS)

<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals</th>
<th>$\nabla J$ evals</th>
<th>$\nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Korpelevich</td>
<td>$1.62 \cdot 10^5$</td>
<td>$1.62 \cdot 10^5$</td>
<td>$-$</td>
<td>80,751</td>
<td>$3.203 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Khobotov</td>
<td>12,836</td>
<td>12,836</td>
<td>$-$</td>
<td>6,415</td>
<td>$1.056 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Marcotte 1</td>
<td>7,972</td>
<td>7,972</td>
<td>$-$</td>
<td>3,982</td>
<td>$2.519 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Marcotte2</td>
<td>5,494</td>
<td>5,494</td>
<td>$-$</td>
<td>2,058</td>
<td>$2.523 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>He-Goldstein</td>
<td>$1 \cdot 10^5$</td>
<td>$1 \cdot 10^5$</td>
<td>$-$</td>
<td>100,000</td>
<td>$9.332 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Solodov-Tseng (I)</td>
<td>$1.4 \cdot 10^5$</td>
<td>$1.4 \cdot 10^5$</td>
<td>$-$</td>
<td>46,767</td>
<td>$1.350 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Solodov-Tseng (H)</td>
<td>5,399</td>
<td>5,399</td>
<td>1</td>
<td>1,795</td>
<td>$2.057 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Hyperplane</td>
<td>15,813</td>
<td>15,813</td>
<td>$-$</td>
<td>5,266</td>
<td>$1.191 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Two-step</td>
<td>15,711</td>
<td>15,711</td>
<td>$-$</td>
<td>5,177</td>
<td>$1.190 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Projected Gradient</td>
<td>20,000</td>
<td>20,000</td>
<td>$-$</td>
<td>10,000</td>
<td>$9.532 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Scaled Projected Gradient</td>
<td>4,491</td>
<td>4,491</td>
<td>$-$</td>
<td>2,118</td>
<td>$9.090 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>FISTA</td>
<td>30,864</td>
<td>30,864</td>
<td>$-$</td>
<td>1,000</td>
<td>$9.110 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4: Comparison of Proximal Point Methods (MOLS)

<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals</th>
<th>$\nabla J$ evals</th>
<th>$\nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hager-Zhang</td>
<td>$1.73 \cdot 10^5$</td>
<td>$1.66 \cdot 10^5$</td>
<td>$-$</td>
<td>7,650</td>
<td>$1.290 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$\varphi$-divergence</td>
<td>$1.62 \cdot 10^5$</td>
<td>$1.55 \cdot 10^5$</td>
<td>$-$</td>
<td>7,140</td>
<td>$1.300 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Bregman</td>
<td>$1.29 \cdot 10^5$</td>
<td>$1.24 \cdot 10^5$</td>
<td>$-$</td>
<td>5,712</td>
<td>$1.510 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Quadratic $\varphi$</td>
<td>276</td>
<td>274</td>
<td>274</td>
<td>550</td>
<td>$2.730 \cdot 10^{-7}$</td>
</tr>
</tbody>
</table>
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Figure 32: Convergence of $J(\mu)$ using EGM (MOLS)

Figure 33: Convergence $J(\mu)$ using PPM (MOLS)
Figure 31: Hager-Zhang using Quadratic $\varphi$-Divergence (EE)

Figure 34: Hyperplane Method (MOLS)
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Figure 35: Two-step Method (MOLS)

Figure 36: Solodov-Tseng Method using Hessian (MOLS)
Figure 37: Solodov-Tseng Method using Identity (MOLS)

Figure 38: He-Goldstein Method (MOLS)
Figure 39: Projected Gradient with Hessian (MOLS)

Figure 40: Fast Iterative Shrinkage-Thresholding (FISTA) (MOLS)
Figure 41: Marcotte – First Variant (MOLS)

Figure 42: Marcotte – Second Variant (MOLS)
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Figure 43: Korpelevich Method (MOLS)

Figure 44: Khobotov Method (MOLS)
**Figure 45:** Hager-Zhang Method (MOLS)

**Figure 46:** Hager-Zhang Method using Bregman Functions (MOLS)
Figure 47: Hager-Zhang Method using $\varphi$-Divergence (MOLS)

Figure 48: Hager-Zhang using Quadratic $\varphi$-Divergence (MOLS)
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<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals $\quad \nabla J$ evals $\quad \nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Korpelevich</td>
<td>1.62 · 10^5 $\quad$ 1.62 · 10^5 $\quad$ –</td>
<td>80,751</td>
<td>3.203 · 10^{-3}</td>
</tr>
<tr>
<td>Khobotov</td>
<td>12,836 $\quad$ 12,836 $\quad$ –</td>
<td>6,415</td>
<td>1.056 · 10^{-3}</td>
</tr>
<tr>
<td>Marcotte 1</td>
<td>7,972 $\quad$ 7,972 $\quad$ –</td>
<td>3,982</td>
<td>2.519 · 10^{-3}</td>
</tr>
<tr>
<td>Marcotte 2</td>
<td>5,494 $\quad$ 5,494 $\quad$ –</td>
<td>2,058</td>
<td>2.523 · 10^{-3}</td>
</tr>
<tr>
<td>He-Goldstein</td>
<td>1 · 10^5 $\quad$ 1 · 10^5 $\quad$ –</td>
<td>100,000</td>
<td>9.332 · 10^{-4}</td>
</tr>
<tr>
<td>Solodov-Tseng (I)</td>
<td>1.4 · 10^5 $\quad$ 1.4 · 10^5 $\quad$ –</td>
<td>46,767</td>
<td>1.350 · 10^{-3}</td>
</tr>
<tr>
<td>Solodov-Tseng (H)</td>
<td>5,399 $\quad$ 5,399 $\quad$ 1</td>
<td>1,795</td>
<td>2.057 · 10^{-3}</td>
</tr>
<tr>
<td>Hyperplane</td>
<td>15,813 $\quad$ 15,813 $\quad$ –</td>
<td>5,266</td>
<td>1.191 · 10^{-3}</td>
</tr>
<tr>
<td>Two-step</td>
<td>15,576 $\quad$ 15,576 $\quad$ –</td>
<td>5,118</td>
<td>1.190 · 10^{-3}</td>
</tr>
<tr>
<td>Projected Gradient</td>
<td>20,000 $\quad$ 10,000 $\quad$ –</td>
<td>10,000</td>
<td>9.532 · 10^{-4}</td>
</tr>
<tr>
<td>Scaled Projected Gradient</td>
<td>7,037 $\quad$ 3,403 $\quad$ 1</td>
<td>3,391</td>
<td>9.090 · 10^{-4}</td>
</tr>
<tr>
<td>FISTA</td>
<td>30,893 $\quad$ 1,005 $\quad$ –</td>
<td>1,000</td>
<td>9.110 · 10^{-4}</td>
</tr>
</tbody>
</table>

Table 5: Comparison of Gradient and Extragradient Methods (EOLS)

<table>
<thead>
<tr>
<th>Method</th>
<th>$J$ evals $\quad \nabla J$ evals $\quad \nabla^2 J$ evals</th>
<th>Iterations</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hager-Zhang</td>
<td>1.62 · 10^5 $\quad$ 1.55 · 10^5 $\quad$ –</td>
<td>7,140</td>
<td>1.210 · 10^{-3}</td>
</tr>
<tr>
<td>$\varphi$-divergence</td>
<td>1.37 · 10^5 $\quad$ 1.31 · 10^5 $\quad$ –</td>
<td>6,018</td>
<td>1.562 · 10^{-3}</td>
</tr>
<tr>
<td>Bregman</td>
<td>1.04 · 10^5 $\quad$ 1.09 · 10^5 $\quad$ –</td>
<td>4,794</td>
<td>1.630 · 10^{-3}</td>
</tr>
<tr>
<td>Quadratic $\varphi$</td>
<td>278 $\quad$ 276 $\quad$ 276</td>
<td>554</td>
<td>2.703 · 10^{-7}</td>
</tr>
</tbody>
</table>

Table 6: Comparison of Proximal Point Methods (EOLS)
Figure 49: Convergence of $J(\mu)$ using EGM (EOLS)

Figure 50: Convergence $J(\mu)$ using PPM (EOLS)
Figure 51: Hyperplane Method (EOLS)

Figure 52: Two-step Method (EOLS)
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Figure 53: Solodov-Tseng Method using Hessian (EOLS)

Figure 54: Solodov-Tseng Method using Identity (EOLS)
Figure 55: He-Goldstein Method (EOLS)

Figure 56: Projected Gradient with Hessian (EOLS)
**Figure 57:** Fast Iterative Shrinkage-Thresholding (FISTA) (EOLS)

**Figure 58:** Marcotte – First Variant (EOLS)
Figure 59: Marcotte – Second Variant (EOLS)

Figure 60: Korpelevich Method (EOLS)
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Figure 61: Khobotov Method (EOLS)

Figure 62: Hager-Zhang Method (EOLS)
Figure 63: Hager-Zhang Method using Bregman Functions (EOLS)

Figure 64: Hager-Zhang Method using $\varphi$-Divergence (EOLS)
In this work, we have examined a variety of computational methods for the solution of the tumor identification inverse problem in linear elasticity. The challenges inherent in applying numerical methods to the underlying boundary value problem, primarily the locking effect, have been analyzed and a method of overcoming this obstacle using a general saddle point problem approach has been presented. Based in this approach we have also presented three optimization frameworks, the modified output least squares (MOLS), energy output least squares (EOLS), and equation error (EE) for solving the general inverse parameter identification problem. The relative merits of each approach, convexity in the case of MOLS and EE, have been compared along with the full development of a mixed finite element discretization scheme for the elasticity imaging inverse problem.

For the solution of the related optimization problem, we have explored a variety of gradient-based, extragradient, and proximal point iterative optimization methods. Extragradient methods are appealing for the problem at hand due to the relaxed conditions for convergence on the objective functional. Alternatively, proximal point methods are appealing since they obviate the need for the selection of an optimal regularization parameter, a drawback of using Tikhonov regularization in conjunction with other methods.

To compare the differing approaches, an example problem in linear elasticity with near incompress-
ibility was developed and a mixed finite element discretization was applied to all of the optimization frameworks under consideration. Subsequently, all of the optimization methods were implemented and applied to each of the frameworks in turn.

The gradient-based algorithms all had certain performance advantages over all of the extragradient methods given that they only require a single gradient evaluation per iteration. Although, they exhibited some occasional numerical instability, all the gradient-based methods performed well when compared with the extragradient methods (see Figures 49, 32, 15). Of particular note is the performance of the FISTA algorithm, which, given its simplicity, performed admirably. We remark that this is likely the first time this promising algorithm has been applied to the solution of inverse problem like the one in elasticity imaging.

In general, all of the extragradient methods were capable of solving the inverse problem, but only one could be said to excel remarkably in terms of performance: the Solodov-Tseng scaled extragradient method using a Hessian-based scaling matrix. One potential cause of such poor performance is that many of the methods suffer from an overabundance of parameters (including the Tikhonov regularization parameter), all of which are selected heuristically and all of which may have a considerable impact on the overall convergence of the method. Comparatively, all of the proximal point methods outperformed the extragradient methods both in their rates of convergence as well as in their ease of use, given that little to no parameter selection was necessary. Compared to each other, the three first-order proximal methods performed similarly for all three functionals. As would be expected, any method that included second-order information about the objective functional (SPG, Soldov-Tseng extragradient using the Hessian, and the Quadratic \( \varphi \)-divergence proximal point method) outperformed all other first-order methods.

Another potential advantage of the proximal point methods regarding regularization can be seen in the comparison of Figures 49 and 50. Here we see that proximal point methods are able to find far “lower” minima of the functional \( J \) than either the gradient or extragradient approaches in (generally) far fewer iterations. This is possibly attributable to slower convergence but more likely to over-regularization through the selection of too large a Tikhonov regularization parameter on the part of the gradient and extragradient methods. Even if we were equipped with a method of determining an optimal Tikhonov regularization parameter, the proximal point methods would still have an advantage in this regard (for the theoretical reasons laid out in §IV) and this is in evidence in the results of our numerical experiments.
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VIII. APPENDIX

VIII.1 Notation and Definitions

The Lebesgue space $L^p(\Omega)$ with $\Omega \subset \mathbb{R}^n$ is the space of functions $u : \Omega \to \mathbb{R}$ for which
\[
\left( \int_\Omega |u(x)|^p \, dx \right)^{\frac{1}{p}} < \infty.
\]
In particular, we consider the space of square integrable functions $L^2(\Omega)$. $L^2(\Omega)$ is a Hilbert space with inner product
\[
\langle u, v \rangle = \int_\Omega u(x)v(x) \, dx.
\]
The Sobolev space $W^{m,p}(\Omega)$ is the space of functions $u : \Omega \to \mathbb{R}$ such that
\[
W^{m,p}(\Omega) = \{ u \in L^p(\Omega) : D^\alpha u \in L^p(\Omega) \text{ for } 0 \leq |\alpha| \leq m \}
\]
where $D^\alpha u$ is understood as the $\alpha$-th weak partial derivative of $u(x)$.

Taking $p = 2$, we define the space $H^m = W^{m,2}$ and again primarily consider
\[
H^1 = \{ u \in L^2(\Omega) : Du \in L^2(\Omega) \}
\]
along with
\[
H^1_0 = \{ u \in H^1(\Omega) : u(x) = 0 \text{ on } \Gamma_1 \}
\]
where $\Gamma_1$ is some boundary of $\Omega$.

We represent a two-dimensional vector-valued function $u : \Omega \to \mathbb{R}^2$, that is $u(x) = \begin{bmatrix} u_1(x) \\ u_2(x) \end{bmatrix}$, in the product space
\[
\widehat{V} = H^1(\Omega) \times H^1(\Omega)
\]
or
\[
\widehat{V} = H^1_0(\Omega) \times H^1_0(\Omega)
\]
with the obvious extension for three dimensions.

For $u \in H^1(\Omega)$, we consider the $H^1$ norm $\| \cdot \|_{H^1} : H^1(\Omega) \to \mathbb{R}$ as follows:
\[
\|u\|_{H^1}^2 = \langle u, u \rangle + \langle Du, Du \rangle = \int_\Omega |u|^2 \, dx + \int_\Omega |Du|^2 \, dx. \tag{VIII.1}
\]
Additionally, we note that it also makes sense to consider the $L^2$ norm on $u \in H^1(\Omega)$, $\| \cdot \|_{L^2} : H^1(\Omega) \to \mathbb{R}$ where
\[
\|u\|_{L^2}^2 = \langle u, u \rangle = \int_\Omega |u|^2 \, dx. \tag{VIII.2}
\]
Likewise, we may also consider the $H^1$ semi-norm on $u \in H^1(\Omega)$, $| \cdot |_{H^1} : H^1(\Omega) \to \mathbb{R}$ where

$$
|u|^2_{H^1} = \langle Du, Du \rangle = \int_\Omega |u|^2 \, dx. \quad (\text{VIII.3})
$$

We remark that $| \cdot |_{H^1}$ is only a semi-norm since clearly $|u|_{H^1} = 0$ does not necessarily imply $u = 0$.

Taking $V$ to be a Hilbert space, we say a form $a : V \times V \to \mathbb{R}$ is a symmetric bilinear form if it meets the following criteria:

1. $a(u, v) = a(v, u)$ for all $u, v \in V$. (Symmetry)
2. $a(\alpha u + \beta v, w) = \alpha a(u, w) + \beta a(v, w)$ for all $u, v, w \in V$ and for $\alpha, \beta \in \mathbb{R}$. (Bilinearity)

Additionally, $a(\cdot, \cdot)$ satisfies

3. $a(u, u) \geq 0$ for all $u \in V$ and where $u = 0$ implies $a(u, u) = 0$.

We call $a(\cdot, \cdot)$ coercive or $V$-elliptic if there exists some $\alpha \in \mathbb{R}, \alpha > 0$ such that

4. $a(u, u) \geq \alpha \| u \|^2_V$ for all $u \in V$.

$a(\cdot, \cdot)$ is bounded if there exists a $C \in \mathbb{R}, C > 0$ such that

5. $a(u, v) \leq C \| u \|_V \| v \|_V$ for all $u \in V$.

We denote the dual space of $V$, the space of all linear functionals on $V$, as $V^*$.

The Lax-Milgram Theorem states that for a symmetric bilinear form $a(\cdot, \cdot)$ that is both coercive and bounded, it follows that for any $m \in V^*$, there exists a unique solution $u \in V$ to

$$
a(u, v) = m(v) \quad \text{for all } v \in V. \quad (\text{VIII.4})
$$
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