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Abstract

Supervised learning algorithms rely on availability of labeled data. Labeled data is either scarce or involves substantial human effort in the labeling process. These two factors, along with the abundance of unlabeled data, have spurred research initiatives that exploit unlabeled data to boost supervised learning. This genre of learning algorithms that utilize unlabeled data alongside a small set of labeled data are known as semi-supervised learning algorithms.

Data characteristics, such as the presence of a generative model, provide the foundation for applying these learning algorithms. Co-training is one such algorithm that leverages existence of two redundant “views” for a data instance. Based on these two views, the co-training algorithm trains two classifiers using the labeled data. The small set of labeled data results in a pair of weak classifiers. With the help of the unlabeled data the two classifiers alternately boost each other to achieve a high-accuracy classifier.

The conditions imposed by the co-training algorithm regarding the data characteristics restrict its application to data that possesses a natural split of the feature set. In this thesis we study the co-training setting and propose to overcome the above mentioned constraint by “manufacturing” feature splits. We pose and investigate the following questions:

1. Can a feature split be constructed for a dataset such that the co-training algorithm can be applied to it?

2. If a feature split can be engineered, would splitting the features into more than two partitions give a better classifier? In essence, does moving from co-training (2 classifiers) to k-training (k-classifiers) help?

3. Is there an optimal number of “views” for a dataset such that k-training leads to an optimal classifier?

The task of obtaining feature splits is approached by modeling the problem as a graph partitioning problem. Experiments are conducted on a breadth of text datasets. Results of k-training using constructed feature sets are compared with that of the expectation-maximization algorithm, which has been successful in a semi-supervised setting.
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Chapter 1
Introduction

Over the past few years machine learning has matured as an independent field as compared to a small area of artificial intelligence that it once was. Before the advent of AI and machine learning, the task of ‘learning’ was only restricted to a hierarchy of mammals supposed to possess intelligence. Undoubtedly, humans were at the root of this hierarchy. With technological advances, today, we fantasize about creating machines that can best at perform every all intelligent function that a human is capable of. There might be another hundred to two hundred more years before RoboCop becomes reality but we have made significant advances (albeit in small steps) to believe that it is not impossible. Since a long time (on a technology time line) we have tried to build machines that can recognize faces, handwriting and speech, respond to our questions, even react to our facial expressions, beat the world champion in a game of chess and can drive vehicles. These examples should not leave any doubt about the impact the field of machine learning has made.

Machine learning encompasses techniques where a machine acquires knowledge from its previous experience and gets better with more experience. These techniques try to emulate the way humans learn. Given a few observations we build a deduction (or a model). With additional observations we update the initial deductions. The algorithms within machine learning follow a similar iterative process. Machine learning is a very broad discipline that has been influenced by other disciplines such as artificial intelligence, statistics, philosophy, information theory and computational complexity. As stated above, learning is based on existence of past data. The learning task is broadly divided into two categories based on the information associated with the data; supervised learning and unsupervised learning.

1.1 The Learning Spectrum

Supervised learning and unsupervised learning form the two extremes of the learning spectrum. Supervised learning, as the name suggests, has additional information (a tag/label for the data which is formally known as the class of
the data) regarding the data that guides the learning process. Whereas unsupervised learning lacks this information.

Supervised learning creates a function (also known as model or deduction) from training data (previous experience). The training data consists of pairs of input objects (typically vectors) and their classes. The learnt function can be a continuous value (called regression), or can predict a class label of the input object (called classification). The task of the supervised learner is to predict the value of the function for any valid input object after having seen only a small number of training examples (i.e. pairs of input and target class). To achieve this, the learner has to generalize from the presented data to unseen situations in a "reasonable" way. In order to solve a given problem of supervised learning (e.g. learning to recognize handwriting) one has to consider various steps:

1. Determine the type of training examples. Decide what kind of data is to be used as an example. For instance, this might be a single handwritten character, a entire handwritten word, or a entire line of handwriting.

2. Gathering a training set. The training set needs to be characteristic of the real-world use of the function. Thus, a set of input objects is gathered and corresponding outputs are also gathered, either from human experts or from measurements.

3. Determine the input feature representation of the learned function. The accuracy of the learned function depends strongly on how the input object is represented. Typically, the input object is transformed into a feature vector, which contains a number of features that are descriptive of the object. The number of features should not be too large, because of the curse of dimensionality\(^1\); but should be large enough to accurately predict the output.

4. Determine the structure of the learned function and corresponding learning algorithm. For example, the you can choose to use neural networks or decision trees.

\(^1\)Curse of dimensionality refers to the spareness of data points that results with the increase in dimensionality. This results in low precision of an estimator.
5. Run the learning algorithm on the gathered training set. Parameters of the learning algorithm may be adjusted by optimizing performance on a subset (called a validation set) of the training set, or via cross-validation. After parameter adjustment and learning, the performance of the algorithm may be measured on a test set that is separate from the training set.

Based on the problem domain, characteristics of the data and constraints on the expected results different supervised learning approaches or algorithms could be applied. The following is a list of some of these approaches:

- Analytical learning
- Artificial neural networks
- Boosting
- Bayesian statistics
- Case-based reasoning
- Decision tree learning
- Inductive logic programming
- Gaussian process regression
- Learning automata theory
- probably approximately correct learning
- Support vector machines

These supervised learning approaches have been applied extensively in the fields of bio-informatics, handwriting recognition, information retrieval, object recognition in computer vision, spam detection, etc.

Unsupervised learning is a method of machine learning where a model is fit to the observations. It is distinguished from supervised learning by the fact that there is no a priori class information. In unsupervised learning, a data set of input objects is gathered. Unsupervised learning then typically involves finding
a “useful” representation of the data. By useful we could mean a representation for finding clusters or for dimensionality reduction or for finding hidden causes or sources of the data. Unsupervised learning is useful for data compression, outlier detection and even for supporting classification.

Between the two extremes of the spectrum lie various semi-supervised learning techniques. Semi-supervised because they use different combinations of labeled and unlabeled data. Some use positive labeled data with unlabeled data while some use a small set of labeled data along with a large set of unlabeled data.

1.2 Learning from Unlabeled and Labeled Data

At first glance, it might seem that nothing can be gained from unlabeled data. After all, an unlabeled data instance doesn’t contain the most important piece of information — its class. Here is an intuitive example of how unlabeled data might be useful. Suppose we are interested in recognizing web pages about academic courses. We are given just a few known course and non-course web pages, along with a large number of web pages that are unlabeled. By looking at just the labeled data we determine that pages containing the word ‘homework’ tend to be about academic courses. If we use this fact to estimate the classification of the many unlabeled web pages, we might find that the word ‘lecture’ occurs frequently in the unlabeled examples that are now believed to belong to the positive class. This co-occurrence of the words ‘homework’ and ‘lecture’ over the large set of unlabeled training data can provide useful information to construct a more accurate classifier that considers both ‘homework’ and ‘lecture’ as indicators of positive examples.

On a more formal note, what information does unlabeled data provide? By themselves they give us knowledge only of the distribution of examples in feature space - frequency of features over the unlabeled set. In the most general case, distributional knowledge will not provide helpful information to supervised learning. Zhang and Oles [1] provide a probabilistic analysis on the influence of unlabeled data for classification problems. They measure the value of unlabeled data based on its impact on the efficiency of parameter estimation.

Various approaches have been tried to exploit unlabeled data in order to
increase the accuracy of the classifier or to speed up the learning process. Two key approaches are as follows:

1. Train a classifier based on the labeled and unlabeled data. The labels for unlabeled data are imputed by certain means based on the current state of the classifier. The augmented data set is used to retrain the classifier.

2. Train a classifier based only on the labeled data. Then based on the current state of the classifier, one selects the "most significant" subset of the unlabeled data such that knowing the label of the selected data would maximally enhance the construction of the classifier. This technique is often called as active learning.

Nigam et. al. [2] employ a maximum likelihood (ML) estimation based approach (Expectation Maximization) that improved text classification accuracy as more unlabeled data was added. The ML technique is based on a generative model for document instances. The generative model encodes which words are more common in one class than another. Using this, it creates a document in a given class by randomly selecting words according to the class's word frequencies. This statistical models might not capture the complexity of human authoring process but these assumptions encode a relationship between the document distribution and the classification task that allow unlabeled data to be incorporated into learning. They use labeled and unlabeled documents to arrive at the most likely model parameter values. Their technique will be discussed further in context of the naïve Bayes model and also as a comparative technique. ML based techniques have been used by Lui et. al. [3] to classify documents using positive and unlabeled data. Apart from text classification, similar approaches have been successfully applied for face recognition and protein classification. Joachims [4] introduces transductive support vector machines that use a small set of labeled data to label a large unlabeled set with as little error. Semi-supervised SVMs ($S^3VM$) are introduced by Bennett [5] to solve the transduction problem estimating the class of each point in the unlabeled set.

The second approach for utilizing unlabeled data have been explored by Seung et. al [6] where they select an example from the unlabeled set based
on the *maximal disagreement* principle between a set of learners. McCallum and Nigam [7] improved the Query-by-Committee approach by Seung [6] by incorporating EM along with active learning. Their experiments show a vast reduction in the number of labeled instances required to achieve the same level of accuracy without their enhancements.

Other applications of unlabeled data with labeled data include building an ensemble of classifiers by Bennett et. al [8]. Another approach along the lines of using multiple learners was introduced by Blum [9]. In this approach Blum and Mitchell propose to use unlabeled data along with a natural split of the features in the data to boost accuracy of the resultant classifier. In this thesis, we look at enhancements to their technique, which they call **co-training**.

While unlabeled data has helped overcome the lack of labeled data in many applications, there have been instances where unlabeled data has deteriorated performance. Cozman et al. [10] conducted experiments on synthetic data aimed at understanding the value of unlabeled data. They reported that the classification accuracy could degrade more and more as more unlabeled data is added. Cozman et al. found that the reason for the degradation is the mismatch of the model assumption and the ground truth data distribution.

### 1.3 Text Categorization

The automated categorization (or classification) of texts into predefined categories has witnessed a booming interest in the last 10 years, due to the increased availability of documents in digital form and the ensuing need to organize them. In the research community the dominant approach to this problem is based on machine learning techniques: a general inductive process automatically builds a classifier by learning, from a set of pre-classified documents, the characteristics of the categories.

Text classification is of great practical importance today given the massive volume of online text available. In recent years there has been an explosion of electronic text from the World Wide Web, electronic mail, corporate databases, chat rooms, and digital libraries. One way of organizing this overwhelming amount of data is to classify it into descriptive or topical taxonomies. For
example, Yahoo maintains a large topic hierarchy of web pages. By automatically populating and maintaining these taxonomies, we can aid people in their search for knowledge and information. How are automatic text classifiers created? Early attempts were based on the manual construction of rule sets. Using this approach a person must compose a detailed set of rules for automatically specifying the class of a document. For example, one such rule might read "If the job posting contains the phrase 'expertise in Java' then the job category is computer programmer." Highly accurate text classifiers were built with this approach, but at significant cost. Constructing a complete rule set requires a lot of domain knowledge and a substantial amount of human time to tune the rules correctly. Such a manual approach is a huge impediment for customization. Imagine hand-crafting personalized email filtering rules for everyone who uses email. Since With few exceptions, this is an impractical approach to text classification.

A more efficient approach is to use supervised learning to construct a classifier. Here, we provide an algorithm with an example set of documents for each class, and allow it to find a representation or decision rule for classifying future documents. This approach also gives high-accuracy classifiers, and is significantly less expensive than manual construction because the algorithm automatically constructs the decision rule itself. Supervised text classification algorithms have been successfully used in a wide variety of practical domains. A few examples are:

2. Learning the reading interests of users [13],
3. Sorting electronic mail [14].

However, the supervised learning approach is not as effortless as we might hope. One key difficulty with these algorithms is that they require a large, often prohibitive, number of labeled training examples to learn accurately. Labeling must typically be done by a person; this is a painfully time-consuming process. One would obviously prefer algorithms that can provide accurate classifications after hand labeling only a dozen articles, rather than thousands. This need
for large quantities of expensive labeled examples raises an important question: what other sources of information can reduce the need for labeled data? The task of learning text classifiers poses a set of challenges for machine learning:

1. **Large Input Space**: Since each keyword in the document (most of the times) serves as a single feature in text classification, the number of keywords is very large.

2. **Little Training Data**: For most learning algorithms, the required number of training examples to produce a sufficiently accurate classification rule scales with the dimensionality of the input space. Since this condition cannot be met in the text domain, we can say that the amount of training data is scarce.

3. **Noise**: Text data is replete with incorrect spellings, typos and use of incorrect grammar. This qualifies as noise in machine learning terminology. Noise has the effect of deviating the accuracy of experiments.

4. **Complex Learning Tasks**: The concept to be learnt in text domain can be extremely complex such as learning the tone of a text message and finding the reading preference of a person. Since there is no formal model that encapsulates these tasks, the learner has to make do with an approximation.

5. **Computation Efficiency**: As mentioned earlier, the number of features in the text domain makes the task computationally very intensive. We need algorithms that can scale to such dimensions of the feature.

### 1.4 Objective

After having discussed the various components that influence the work in this thesis let us take a closer look at the motivation behind this thesis.

In general, unlabeled examples are much less expensive and easier to come by than labeled examples. This is particularly true for text classification tasks involving online data sources, such as web pages, email, and news stories, where huge amounts of unlabeled text are readily available. Collecting this text can frequently be done automatically, so it is feasible to quickly gather a large set
of unlabeled examples. If unlabeled data can be integrated into supervised
learning then building text classification systems will be significantly faster and
less expensive than before.

The above issues will be discussed again, in detail, in chapter 3.

1.5 Road map

The next chapter introduces the user to simple generative models, namely -
Naive Bayes and Support Vector Machines used for text classification.

Chapter 3 introduces the reader to the co-training setting - the conditions for
co-training and the algorithm. This chapter also introduces the contributions
of the thesis towards enhancing the co-training setting.

Chapter 4 discusses the feature splitting techniques used for splitting the
keyword feature space. It also discusses how the co-training conditions are
preserved while performing these splits.

Chapter 5 talks about the experiments performed to show that co-training
works better than other techniques that use unlabeled data. It also shows that
co-training can be scaled to k-training. This chapter also shows that there are
feature splitting techniques that capture the co-training conditions and result
in improved accuracy for k-training.

Chapter 6 reiterates the conclusions discussed in this thesis and outlines
possible applications of these conclusions.
Chapter 2
Models for Text Categorization

2.1 Introduction

Various classification models have been applied to text categorization but Naïve Bayes and Support Vector Machines have been the most popular because of their favorable properties. Naïve Bayes provides a convenient model with a strong foundation in statistical learning whereas SVMs provide a robust discriminative classifier which is insensitive to the dimensionality of the data. This chapter introduces these two classification models which have been used as base classifiers in the co-training setting. Simplicity of use and good success prompted the use of the naïve Bayes model. For the sake of comparison we conduct experiment SVMs also.

2.2 The Naïve Bayes Classification Model

The naïve Bayes model has had much success in text classification. Naïve Bayes has been used for spam filtering [14], authorship attribution, topic detection [15]. The naïve Bayes model has its root in probabilistic modeling which goes back to Maron’s work [16] on automatic indexing of document. This section presents a probabilistic framework for characterizing the nature of documents and classifiers. The framework makes strong assumptions about how the data is generated. The following assumptions are made by the generative model and the naïve Bayes model is build in keeping with these assumptions:

1. the data is produced by a mixture model,

2. there is a one-to-one correspondence between mixture components and classes, and

3. the mixture components are multinomial distributions of individual words the words of a document are produced independently of each other given the class. According to McCallum and Nigam [17] a multinomial model

---

1This model represents a document as a vector of binary attributes indicating which words occur and do not occur in the document. The number of times a word occurs in a document is not captured. When calculating the probability of a document, one multiplies the probability
has lower error rates as compared to a \textit{multi-variate Bernoulli}\textsuperscript{2} generative model.

From these assumptions a naïve Bayes classifier can be derived, by finding the most probable parameters for the model. Documents are generated by a mixture of multinomials model, where each mixture component corresponds to a class. Let there be $|C|$ classes and a vocabulary of size $|V|$; each document $d$ has $|d|$ words in it. How do we create a document using this generative model? First, we roll a biased $|C|$-sided die to determine the class of our document. Then, we pick up the biased $|V|$-sided die that corresponds to the chosen class. We roll this die $|d|$ times, and write down the indicated words. These words form the generated document. Formally, every document is generated according to a probability distribution defined by the parameters for the mixture model, denoted $\theta$. The probability distribution consists of a mixture of components $c_j \in C = \{c_1, \ldots, c_{|C|}\}$. Each component is parameterized by a disjoint subset of $\theta$. A document, $d_i$, is created by first selecting a mixture component according to the mixture weights (or class probabilities), $P(c_j \mid \theta)$, then having this selected mixture component generate a document according to its own parameters, with distribution $P(d_i \mid c_j; \theta)$ \textsuperscript{3}. Thus, we can characterize the likelihood of document $d_i$ with a sum of total probability over all mixture components:

$$P(d_i \mid \theta) = \sum_{j=1}^{\left|C\right|} P(c_j \mid \theta)P(d_i \mid c_j; \theta)$$

(1)

Each document has a class label. We assume that there is a one-to-one correspondence between mixture model components and classes, and thus use $c_j$ to indicate the $j^{th}$ mixture component, as well as the $j^{th}$ class. The class label for a particular document $d_i$ is written $y_i$. If document $d_i$ was generated by mixture component $c_j$ we say $y_i = c_j$. The class label may or may not be known for a given document. A document, $d_i$, is considered to be an ordered of all the attribute values, including the probability of non-occurrence for words that do not occur in the document.

\textsuperscript{2}This model represents a document by the set of word occurrences from the document. As in the multi-variate Bernoulli model, the order of the words is lost, however, the number of occurrences of each word in the document is captured. When calculating the probability of a document, one multiplies the probability of the words that occur.

\textsuperscript{3}Standard notational shorthand for random variables is used, whereby $P(X = x_i \mid Y = y_j)$ is written $P(x_i \mid y_j)$ for random variables $X$ and $Y$ taking on values $x_i$ and $y_j$. 

11
list of word events, \((w_{d_1,1}, w_{d_2,2} \ldots)\). We write \(w_{d_k,k}\) for the word \(w_t\) in position \(k\) of document \(d_i\), where \(w_t\) is a word in the vocabulary \(V = \{w_1, w_2, \ldots, w_{|V|}\}\). When a document is to be generated by a particular mixture component a document length, \(|d_i|\), is first chosen independently of the component. (Note that this assumes that document length is independent of class.) Then, the selected mixture component generates a word sequence of the specified length. We assume it generates each word independently of the length. Thus, we can expand the second term from Equation 1, and express the probability of a document given a mixture component in terms of its constituent features: the document length and the words in the document. Note that, in this general setting, the probability of a word event must be conditioned on all the words that precede it.

\[
P(d_i \mid c_j; \theta) = P((w_{d_1,1}, \ldots w_{d_{|d_i|}}) \mid c_j; \theta)
\]

\[
= P(|d_i|) \prod_{k=1}^{|d_i|} P(w_{d_k,k} \mid c_j; \theta; w_{d_q,q}, q < k)
\]

Next we make the standard naïve Bayes assumption: that the words of a document are generated independently of context, that is, independently of the other words in the same document given the class label. We further assume that the probability of a word is independent of its position within the document; thus, for example, the probability of seeing the word ‘help’ in the first position of a document is the same as seeing it in any other position. We can express these assumptions as:

\[
P(w_{d_k,k} \mid c_j; \theta; w_{d_{q,q}}, q < k) = P(w_{d_k,k} \mid c_j; \theta)
\]

Combining these last two equations gives the naive Bayes expression for the probability of a document given its class:

\[
P(d_i \mid c_j; \theta) = P(|d_i|) \prod_{k=1}^{|d_i|} P(w_{d_k,k} \mid c_j; \theta)
\]

Thus the parameters of an individual mixture component define a multinomial distribution over words, i.e. the collection of word probabilities, each written \(\theta_{w_t,c_j}\), such that \(\theta_{w_t,c_j} = P(w_t \mid c_j; \theta)\), where \(t = \{1, \ldots, |V|\}\) and \(\sum_t P(w_t \mid c_j; \theta) = 1\). Since we assume that for all classes, document length is identically
distributed, it does not need to be parameterized for classification. The only other parameters of the model are the mixture weights (class probabilities), written $\theta_{cj}$, which indicate the probabilities of selecting the different mixture components. Thus the complete collection of model parameters, $\theta$, defines a set of multinomials and class probabilities:

$$\theta = \{\theta_{wt|cj} : w_t \in V, c_j \in C; \theta c_j : c_j \in C\}$$

2.3 Learning with Unlabeled Data
Chapter 3
Co-training Setting

3.1 Introduction

The applicability of the co-training setting can be explained by the following plausible scenario. You have three thousand e-mails in your Inbox when you arrive from a long vacation. Eager to get on with work as soon as possible, you don’t want to spend time wading through these messages trying to first, separate solicited messages from the unsolicited (spam) messages and then categorize the non-spam messages into specific folders. At this moment, how much yearn for a mail agent that would work like magic and sort all your e-mails into the right categories. This might be a little idealistic, but you will definitely settle for a little less your mail client asks you to categorize just a few e-mails and guarantees to sort the remaining e-mails with a very high accuracy. With three thousand messages in your Inbox, this feels like a very good option in terms of the time saving. Like any situation where you can think of applying semi-supervised learning the above scenario also has a some labeled data and lots of unlabeled data. This leaves no doubt about co-training being a semi-supervised learning technique.

What other characteristics of data (an email message for our example) is helpful in applying the co-training setting. This might not be very obvious but an email message has two distinct parts (body and subject), which can be assumed to be mutually independent. The following sections will outline how this property of the data is helpful for the co-training setting. Other scenarios where the co-training algorithm can be applied include classifying network intrusion attacks, identifying various types of diseases/tumors/bacterias.

The following sections will discuss the co-training algorithm, the conditions that need to be satisfied to apply the co-training setting. By the end of the chapter, we will introduce the issues that this thesis work aims at addressing.

3.2 What is Co-training

Co-training is a semi-supervised learning technique of building a classifier using labeled data along with unlabeled data. Since labeled data is hard to
obtain, either due to scarcity or lack of labeling effort, co-training leverages the information in the unlabeled data to augment the classifier performance. The unlabeled data is used to boost the performance of a weak classifier build using only the labeled data. The concept of co-training was introduced by Blum and Mitchell [9] wherein they describe a model of learning with unlabeled data especially when an example can be expressed by two distinct views. Blum and Mitchell [9] applied co-training to solve the problem of auto-classifying web pages based on the text in those web pages and the text on links (in other pages) that referenced those web pages. Each web page could be thus be described in two possible ways – first, in terms of the words in the web page and second, in terms of the words contained in links (in other web pages) that referenced that web page. In other words, there are two feature sets that can describe a document. The terms 'feature sets' and 'views' would be used interchangeably during the course of this document. Such a dual-view characteristic can be observed in a number of datasets. An email message for example can be described in terms of the keywords in the subject and keywords in the body of the message. Any image can be described in terms of features in RGB color domain and features in HSI color domain. Such a duality can be obtained even while describing the characteristic of a person. Every person can be described by either his physical characteristics (height, weight, color of skin, etc.) or his social characteristics (employer, education, plays sports, salary, etc.).

3.2.1 The Algorithm

The availability of large number of unlabeled documents and the existence of two views to describe each example are key for the co-training setting. The samples are drawn from an instance space $X = (X_1, X_2)$, where $X_1$ and $X_2$ are from different observations. If $f$ is the target function over $D$, then for any example $x = (x_1, x_2)$ we should have $f(x_1, x_2) = f_1(x_1) = f_2(x_2)$ where $f_1$ and $f_2$ are the target functions over $X_1$ and $X_2$ respectively. The working of the co-training algorithm is depicted in figure 1 and the algorithm is described in table 1. From the labeled documents, two classifiers are trained one for each view of the document. These two models ($f_1^0$ and $f_2^0$) represent the initial weak classifiers. 'Weak' since they are trained from a small set
of labeled examples. The final objective is to strengthen (bootstrap) these weak classifiers by reducing the disagreement between them. Both $f_1^0$ and $f_2^0$ label all the unlabeled documents after which each of them picks the most confidently labeled examples ($n$ with negative label and $p$ with positive label) and adds them to the labeled set of documents. In the subsequent iteration, new classifiers $f_1^1$ and $f_2^1$ are trained from the augmented labeled set. This process of adding most confidently labeled documents to the labeled set and retraining continues till all the unlabeled documents are exhausted. The algorithm outputs the final pair of classifiers $f_1^T$ and $f_2^T$, where $T$ is the total number of iterations needed to exhaust all unlabeled documents.

During each iteration the two classifiers try to reduce the degree of disagreement between them. The disagreement can be measured in terms of the unlabeled samples for which their labeling disagrees. It has been shown in [18] that minimizing the disagreement between two individual models could lead to the improvement of the classification accuracy of individual models.

Figure 1: Co-training Algorithm

Datasets whose features naturally partition into two sets, and algorithms that use this division fall under the co-training setting.

The objective of the co-training algorithm can be stated by the following
Table 1: The Co-training Algorithm

<table>
<thead>
<tr>
<th>Given:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• a set $L$ of labeled training examples.</td>
</tr>
<tr>
<td>• a set $U$ of unlabeled training examples.</td>
</tr>
</tbody>
</table>

Create a pool $U'$ of examples by choosing $u$ examples at random from $U$.

Loop for $k$ iterations:

- Use $L$ to train a classifier $h_1$ that considers only the $x_1$ portion of $x$.
- Use $L$ to train a classifier $h_2$ that considers only the $x_2$ portion of $x$.
- Allow $h_1$ to label $p$ positive and $n$ negative examples from $U'$.
- Allow $h_2$ to label $p$ positive and $n$ negative examples from $U'$.
- Add these self-labeled examples to $L$.
- Randomly choose $2p + 2n$ examples from $U$ to replenish $U'$.

Theorem in [9]

**Theorem 3.2.1** Given a weak hypothesis $h_1 \in \mathcal{H}_1$, the true labeling function $f$ is learnable in the co-training model if $f_2$ is learnable in the PAC model with classification noise and view-independence.

3.2.2 Co-training Assumptions

The following two assumptions regarding the data are sufficient for the co-training algorithm:

1. The feature sets or views should satisfy the *conditional independence* criterion. $V_1$ is *view-independent* of $V_2$ if and only if:

   $$\forall a \in V_1, b \in V_2, Pr_D[a \mid b] = Pr_D[a]$$

   This property is also known as the *conditional independence* property. This property ensures that whenever an unlabeled example that is labeled by the first classifier is added to the labeled set, it boosts the second classifier. The following example provides an intuitive feel for this property.
The necessity of this condition can be explained in the next section which discusses the relation of co-training to PAC-style theoretical framework.

2. $V_1$ and $V_2$ are view-compatible if and only if:

$$\forall a \in V_1, b \in V_2, Pr_D[a \mid b] \neq 0 \rightarrow f_1(a) = f_2(b)$$

This property is also known as the redundancy property. The existence of two views that have similar classification strength rendering the other view as redundant leads to the name of this property.

**Conditional Independence**

Conditional independence

$$P(Image \mid Identity, Voice) = P(Image \mid Identity)$$

$$P(Voice \mid Identity, Image) = P(Voice \mid Identity)$$

If conditional independence exists, an image instance is paired with any voice instance according to the distribution of voice instances, regardless of what the image is.

In order to justify a PAC-style framework for co-training [9] introduces the concept of compatibility between the distribution $D$ and the target function $f$. A target function $f = (f_1, f_2) \in C_1 \times C_2$ is said to be compatible with a distribution if, whenever $f_1(x_1) \neq f_2(x_2)$, then $D$ assigns a probability zero to the sample $(x_1, x_2)$. It is fairly safe to say that the number of concepts that might be compatible with the distribution will at the most be equal to the total number of concepts, which in our example is $|C_1| \times |C_2|$. For most practical purposes the number of compatible concepts is much less than the total concepts. The role of the unlabeled samples is to help narrow down the number of competing concepts. Without the unlabeled examples, we would have needed more labeled data to eliminate weak concepts. Since the unlabeled data is also assumed to adhere to the compatibility criterion, every time an unlabeled data is correctly classified by the weak classifier, it adds information that would have otherwise needed additional number of labeled data. This can be explained with the help of an example. Suppose an unlabeled email subject has the keyword “free”
and the body of the email has the keywords “lose weight” Also suppose that the weak classifier built from keywords in the subject of labeled email messages labels an email as spam (with high probability) if it encounters the keyword “free” When the unlabeled email is classified as spam and used as training data for the other classifier it adds the information that the keywords “lose weight” in the body are indicative of a spam email.

The following problem domains have applied co-training to exploit a natural split of the data into two views:

1. Named entity classification (spelling vs. context) [19]
2. Web page classification [9]
3. Word sense disambiguation [20].
4. Email classification [21].

In ‘real world’ it is hard to find datasets which have a natural split that satisfies the above two conditions required to apply the co-training algorithm. The question arises whether the co-training algorithms can be applied to datasets that do not possess such as natural split. In [22], Nigam and Ghani have explored an alternate solution for datasets with lack of natural splits. Their experiments on an engineered dataset shows that features splits can be constructed for datasets that do not have natural splits.

In [22] the authors show that when learning from labeled and unlabeled algorithms that explicitly leverage a natural split of the features outperform those that do not.

3.3 PAC Learning

Computational learning is concerned with learning algorithms which are efficient and have provable error rate bounds. One of the most popular models of learning satisfying these conditions is the probably approximately correct (PAC) model of learning introduced by Valiant [23]. Within the PAC model, the learning algorithm must infer a concept from a sequence of labeled examples. A concept is simply a rule which partitions objects from a domain into one of two categories: positive examples and negative examples. In an instance of PAC
learning, a learner is given the task of determining a close approximation of an unknown, \([0,1]\)-valued target function from labeled examples of that function. The learner’s goal is to output, with probability at least 1-d, an hypothesis \(h\) whose error rate is at most \(e\), for the given accuracy parameter \(e\) and confidence parameter \(d\). A learning algorithm is said to be polynomially efficient if its running time is polynomial in \(1/e\), \(1/\delta\) and \(n\). The PAC learning model is often referred to as the strong learning model since the learning algorithm may be required to output an arbitrarily accurate hypothesis.

Let \(X\) refer to the set of all possible instances over which target functions may be defined. Let \(C\) refer to some set of target concepts that our learner might be called upon to learn. Each target concept \(c\) in \(C\) corresponds to some subset of \(X\), or equivalently to some boolean-valued function \(c : X \rightarrow 0,1\). We assume instances are generated at random from \(X\) according to some probability distribution \(D\). All that we require of \(D\) is that it be stationary; that is, that the distribution not change over time. Training examples are generated by drawing an instance \(x\) at random according to \(D\), then presenting \(x\) along with its target value \(c(x)\), to the learner. The learner \(L\) considers some set \(H\) of possible hypotheses when attempting to learn the target concept. For example, \(H\) might be the set of all hypotheses describable by conjunctions of some attributes. After observing a sequence of training examples of the target concept \(c\), \(L\) must output some hypothesis \(h\) from \(H\), which is its estimate of \(c\). To be fair, we evaluate the success of \(L\) by the performance of \(h\) over new instances drawn randomly from \(X\) according to the same probability distribution \(D\). Within this setting, we are interested in characterizing the performance of various learners \(L\) using various hypothesis spaces \(H\), when learning individual target concepts drawn from various classes \(C\). Since we are interested in how closely the learner’s output hypothesis \(h\) approximates the actual target concept \(c\), let us begin by defining the true error of a hypothesis \(h\) with respect to target concept \(c\) and instance distribution \(D\). Informally, the true error of \(h\) is just the error rate we expect when applying \(h\) to future instances drawn according to the probability distribution \(D\). The true error rate (denoted \(error_D(h)\)) of the hypothesis \(h\) with respect to the target concept \(c\) and distribution \(D\) is the probability that
$h$ will misclassify an instance drawn at random according to $D$.

$$\text{error}_D(h) = Pr_{x \in D}[c(x) \neq h(x)]$$

, where the probability is taken over the instance distribution $D$. The figure shows a Venn diagram representation of the overlap between the target concept and the hypothesis $h$ picked by the learner $L$. The shaded area shows the regions of dissimilarity between the hypothesis and the target concept. Since the error rate is over the entire distribution, it depends on the probability of occurrence of the instances that fall under the dissimilar region between $c$ and $h$. For example, if there were a large number of instances that were labeled dissimilarly by $h$ and $c$, but their probability of occurrence was very low then the error rate would be much less than if the instance distribution was uniform or biased towards these instances. On the other hand, if the probability for the instances in the region of dissimilarity is high then the error rate would be high. Thus the error rate depends on the probability function for the instance distribution. Unfortunately, the learner is unable to gauge the correctness of the hypothesis it is choosing since it does not have access to new instances. The learner can only test its hypothesis on labeled data (also known as training data). The error of the hypothesis on the training data is defined as the training error.

The objective of PAC learning is to characterize classes of target concepts that can be reliably learned from a reasonable number of randomly drawn training examples. The primary property that PAC learning intends to capture is the number of training examples needed to generate a hypothesis that has zero error rate. Unfortunately, this is impossible to achieve, primarily due to the following two reasons: 1. There is a possibility that more than one hypotheses confirm to the training examples seen so far. So the learner does not know which one to pick. 2. There is always a chance that the examples produced by the distribution are misleading. In keeping with the above two conditions, we need to relax our demands on the PAC setting. Firstly, we do not expect the learner to output a hypothesis that has zero error rate. We need to be satisfied as long as the hypothesis has an error rate less than $\epsilon$. Since there might be more than one hypotheses that comply with the training data, we cannot be sure that the learner has picked the correct hypothesis. Hence, we
have to allow for a possibility of error in choosing the hypothesis. This error can be represented by $\delta$. So the learner has to pick a correct hypothesis with probability at least $(1-\delta)$. Since the learner hopefully (with probability $(1-\delta)$) picks an *approximately correct* hypothesis this setting is called the Probably Approximately Correct learning setting. [24] formally defines PAC learnability as: "Consider a concept class $C$ defined over a set of instances $X$ of length $n$ and a learner $L$ using hypothesis space $H$. $C$ is **PAC-learnable** by $L$ using $H$ if for all $c \in C$, distribution $D$ over $X$, $\epsilon$ such that $0 < \epsilon < 1/2$, and $\delta$ such that $0 < \delta < 1/2$, learner $L$ will with probability at least $(1-\delta)$ output a hypothesis $h \in H$ such that $\text{error}_D(h) \leq \epsilon$, in time that is polynomial in $1/\epsilon$, $1/\delta$, and $\text{size}(c)$. This definition my appear to focus on the computational resources required for learning but practically we are more concerned with the number of training examples required. The computation time can be related to the number of training examples if we can show that the learner requires a bounded time for processing each training example. The growth in the number of required training examples with problem size is called the sample complexity.

A learner is called a **consistent learner** if it outputs a hypothesis that perfectly fits the training data (whenever possible). A version space is defined as the set of all hypotheses that correctly classify the training examples. Formally:

$$VS_{H,D} = \{ h \in H \mid (\forall (x,c(x)) \in D) (h(x) = c(x)) \}.$$ 

A bound on the number of training examples required for learning a concept class can be shown for a consistent learner. Since a consistent learner always outputs a hypothesis that belongs to the version space, to prove the bound for a consistent learner we need to find the minimum number of examples that would always result in a hypothesis from the version space. Or in other words we need to make sure that the version space contains hypothesis that perfectly fit the training data. According to [24] a version space $V_{H,D}$ is $\epsilon$-exhausted with respect to the concept class $c$ and the instance distribution $D$, if every hypothesis $h$ in $V_{H,D}$ has error less than $\epsilon$ with respect to $c$ and $D$.

$$(\forall h \in VS_{H,D}) \text{error}_D(h) < \epsilon$$

[25] provides a probability bound for the $\epsilon$-exhaustibility of a version space. It states that the probability that a version space $VS_{H,D}$ is not $\epsilon$-exhausted (with
respect to the \( c \) is less than or equal to

\[
|H| e^{-cm}
\]

where \( m \) is the number of training examples. The above equation bounds the number of training examples \( m \) needed to eliminate all hypotheses having true error greater than \( \epsilon \). This inequality can be used to get a bound on number of examples needed to get a version space that is with probability less than \( \delta \) not \( \epsilon \)-exhausted. This statement can be represented as:

\[
|H| e^{-cm} \leq \delta
\]

which can be solved to get

\[
m \geq \frac{1}{\epsilon} (\ln |H| + \ln(1/\delta))
\]

The above bound on \( m \) depends on the number of hypotheses in the hypothesis space. Hence this bound is applicable only for cases where \( |H| \) is finite. For cases where \( |H| \) is infinite we define another measure of complexity.

### 3.4 Questions Asked In This Thesis?

The co-training setting seems to work well when the assumptions are satisfied. Nigam [22] showed that two views can be constructed if they are not present naturally. This thesis aims at extending the work presented in [22]. This thesis asks and answers the following questions:

1. If a natural split is not present how well can a split be constructed? The thesis looks at various feature splitting techniques that can preserve the above conditions. The experiments use randomly constructed views as a benchmark. Initial experiments have shown that at times constructed splits work better even on datasets that do have a natural split.

2. Till now co-training has focused on learning two models over the sample. Is it possible to scale this up to \( k \) models? Is there a sense of optimal number of classifiers to be used? Can feature splitting techniques provide \( k \) partitions of the features that could be used with these \( k \) classifiers?
3. How sensitive is co-training to the underlying classifier. What happens when different classifiers are used? In this thesis we experiment with the Naïve Bayes classifier and the Support Vector Machines based classifiers.
Chapter 4
Enhancing the Co-training Setting

4.1 Introduction
As discussed in the previous chapter co-training has been used for dataset that have a natural split of the features. Looking at the favorable results obtained by formulating a problem with this setting we are intrigued by the possibility of applying this setting to problems that do not display a natural split in its features. So we investigate two questions:

1. Can we construct a split in the features that could give us the same improvement as co-training on a natural split? In addition, such a pseudo split should fulfil all the conditions that are required for the co-training setting?

2. If we can construct a single split, could this idea be extended to multiple splits? That is, could we split the features into multiple subsets such that a classifier per subset results in a better overall classifier.

The following sections discuss above mentioned issues in detail and elaborate on the approach taken in investigating those issues.

4.2 Co-training to k-training
Blum and Mitchell [9] explained the co-training setting with the help of a weighted bipartite graph representation of the data distribution. The nodes on the left hand side of the graph represent one of the views of the data that is generated from the instance space $X_1$. Each node on the left hand side is a possible set of features (or keywords in our case) that has a non-zero likelihood of being generated by the instance space. Similarly, the nodes on the right hand side of the graph represents all possible candidates for the other view of the data generated from the instance space $X_2$. Again, each node represents a combination of features from the instance space $X_2$ that have a non-zero probability of occurring together. An instance generated by the distribution over $X = X_1 \times X_2$ is represented by an edge between two nodes on either side of the graph. The weight on the edge is the probability of occurrence of the
pair in the distribution. The compatibility condition stated in chapter 3 can be represented by those partitions that do not have a cross edge between them. By the co-training assumption, for labeled instances, both nodes corresponding to that instance (and which are also connected by an edge) edge have the same label. Moreover, each node in a compatible partition will have the same label. The two views are assumed to be conditionally independent. When an unlabeled instance \((x_1, x_2)\) is added to the graph such that \(x_1\) belongs to a labeled partition of the graph. This results in \(x_2\) being added to the same label. Since \(x_2\) is used by another classifier, this information that \(x_2\) is labeled helps improve the classifier. Obviously, the assumption is that \(x_2\) is given the correct label. In case \(x_2\) is given an incorrect label the second classifier deteriorates, resulting in an inaccurate co-trained classifier.

This concept of using two classifiers, each using a separate partition of the features to train, can be extended to more than two partitions. Hence the name \textit{k-training}. Now, instead of \(X_1\) and \(X_2\) there are views \(X_1\) to \(X_n\). As before, the weight on the edges is the probability of occurrence of the pair in the distribution. Each instance is represented by a set \((x_1, x_2, \ldots, x_n)\). We hypothesize that, for a dataset, with an increase in the number of views (the value of \(k\)) the performance of a k-trained classifier improves till it reaches a peak after which the performance deteriorates. The peak represents the point at which the feature sets are maximally independent. With the increase in the number of views the feature set gets divided into smaller partitions which violate the conditional independence criterion resulting in an increase in the classification noise. As each classifier gets injected with more and more classification noise at each iteration of the k-training algorithm the performance deteriorates. The hypothesized performance of the k-trained classifier is shown in figure 2.

4.3 Constructing Feature Partitions

Nigam and Ghani [22] toyed with the idea of constructing pseudo partitions of the feature set for co-training. They showed that a constructed feature split can perform as well as a natural feature split. They constructed a dataset by merging articles from two newsgroups in the 20 Newsgroups dataset which discussed disconnected issues for example baseball and mideast political issues.
On this dataset, Nigam and Ghani performed a random split of the feature set and used each split to train a classifier. Their results did not show any definite improvement. With this background, in this thesis we aim at going beyond a random split to obtain partitions that preserve the co-training assumptions hence helping in constructing a better classifier.

Following the idea of representing the feature splitting problem as a graph partitioning (GP) problem, we map each feature to a node of a graph. To formulate this problem the weights on the edges should involve a condition that we intend to minimize (or maximize). For the co-training criterion we need to find partitions that are conditionally independent. This means that we need to capture the notion of conditional independence in the weights on the edges such that a partition of the vertices involves cutting edges that maximize the independence criterion. The figure 3 intuitively conveys the idea. We use mutual information as the weight on the edges. This is discussed further in the following subsection.
4.3.1 Mutual Information

Mutual information, or simply information, was introduced by Shannon in his landmark 1948 paper "A Mathematical Theory of Communication". Mutual information is an information theoretic measure of correlation between two random variables. Let us go through an informal example for understanding mutual information before we get into the math. Consider some example data (taken from a 20 million word corpus) for the word "united". It co-occurs with many words, among which are "states", "stand" and "airways". The observable facts are that "united" has an overall corpus freq of 2579 (let's refer to this as \( f(\text{united}) = 2579 \)) and also \( f(\text{airways}) = 5237 \), \( f(\text{states}) = 1019262 \) and \( f(\text{stand}) = 51 \). We also observe the number of times these words co-occurred with "united" (for shorthand \( j(\text{states}) = 1583 \) to mean that "states" occurred with "unites" 1583 times: this is the "joint" frequency). So \( j(\text{states}) = 1583 \), \( j(\text{airways}) = 297 \), \( j(\text{stand}) = 51 \). Now if we were to rank similarity of these words to "united" by raw frequency of co-occurrence we would order them according to \( j(x) \), as above. Of course, a full similarity listing of "united" in this form would have many other words with intermediate frequencies – we are just focusing on these three words for the moment. But the ordering show
above does not tell us anything much about the strength of association between "united" and these other words: it is simply a reflection of the basic overall frequency of the these words (i.e. "states" is much more frequent than "airways" which is much more frequent than "stand"). We just showed that in the \( f(x) \) list! This is true in general: ordering similarity by \( j(x) \) simply places words like "the", "a", "of", "to" at the top of every similarity list. We would like to know to what extent does the word "united" influence its lexical environment by selecting particular words with which it will co-occur? We can compare the relative frequencies of what we observed with what we would expect. The expected frequency is under the assumption that word "united" has no effect whatsoever on its neighboring environment and the frequencies of words surrounding "united" will be exactly the same as they would be if "united" were present or not.

\[
E[j(states)] = (f(united) \times \text{span}) \times \text{relative.freq}(states)
\]
\[
= (2579 \times 8) \times \frac{1}{20} = 1031
\]

So the expected value of \( j(states) \) is 1031. We actually observed \( j(states) \) to be 1583, which is rather higher, and we could simply express the difference as ratio of observed to expected joint frequency thus. This is the **Mutual Information** score and it expresses the extent to which observed frequency of co-occurrence differs from expected. Of course, big differences indicate massive divergence and indicate that "united" is exerting a strong influence over its neighboring keywords.

This example gives an intuitive feel of what mutual information. In the example above, let \( X \) and \( Y \) be random variables corresponding to the number of occurrences of keywords "united" and "states". In information theoretic terms mutual information denotes the information one random variable tells about another one. We need to go through some definitions before we can formally define mutual information.

The basic concept of **entropy** in information theory has to do with how much randomness is in a signal or in a random event. As an example consider some English text, encoded as a string of letters, spaces and punctuation (so our signal is a string of characters). Since some characters are not very likely
(e.g. 'z') while others are very common (e.g. 'e') the string of characters is not really as random as it might be. Entropy is the complement of information. Higher the entropy lesser the information and lesser the entropy more certain the information.

**Definition 4.3.1** Shannon defines entropy in terms of a discrete random event \( X \), with possible states \( 1 \ldots n \) as:

\[
H(X) = -\sum_{i=1}^{n} p(i) \log_2 p(i)
\]

Suppose there is a random variable with true distribution \( p \). Then we could represent that random variable with a code that has average length \( H(p) \)\(^1\). However, due to incomplete information we do not know \( p \); instead we assume that the distribution of the random variable is \( q \). Then the code would need more bits to represent the random variable. The difference in the number of bits is denoted as \( D(p\|q) \) and is known as the relative entropy.

**Definition 4.3.2** The relative entropy or Kullback-Leibler distance between two probability mass functions \( p(x) \) and \( q(x) \) is defined as

\[
D(p\|q) = \sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)}
\]

**Definition 4.3.3** Let the joint distribution between the random variables \( X \) and \( Y \) be \( p(X,Y) \) and their marginal distributions be \( p(X) \) and \( p(Y) \). The mutual information \( I(X;Y) \) is the relative entropy between the joint distribution and the product distribution:

\[
I(X;Y) = D(p(x,y)||p(x)p(y)) = \sum_{x} \sum_{y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)}
\]

Note that when \( X \) and \( Y \) are independent, \( p(x,y) = p(x)p(y) \), so \( I(X;Y) = 0 \). This makes sense since independence between the two variables inhibits either of them to provide any information about the other. From the equation above it can be seen that mutual information is a symmetric measure that is

**Theorem 4.3.1** \( I(X;Y) = I(Y;X) \)

\(^1\)
Mutual information $I(X; Y)$ which is the information $Y$ tells us about $X$, can also be interpreted as the reduction in uncertainty about $X$ due to the knowledge of $Y$. This notion is captured in the following theorem.

**Theorem 4.3.2**

$$I(X; Y) = H(X) - H(X|Y)$$

and similarly

$$I(Y; X) = H(Y) - H(Y|X)$$

$$H(X|Y) = \sum_Y P(Y) \sum_X P(X|Y) \log P(X|Y)$$

After the math we are ready to apply it to the problem at hand. In our case, the $X$ and $Y$ random variables represent the sets of keywords that would be partitioned. Computing $H(X|Y)$ would be computationally intensive since we will have to consider each permutation of keywords in $X$ with each permutation of keywords in $Y$. To approximate this we use pointwise mutual information. Pointwise mutual information is the mutual information between a pair of keywords.

$$I(x; y) = \log \frac{p(x, y)}{p(x)p(y)}$$

So the mutual information between $X$ and $Y$ is approximated by the pointwise mutual information between each pair of keyword in $X$ and $Y$.

$$I(X; Y) \approx \sum_{x \in X} \sum_{y \in Y} \log \frac{p(x, y)}{p(x)p(y)}$$

The co-training setting requires class conditional independence between the feature sets, which in keeping with our previous discussion can be represented by conditional mutual information. Conditional mutual information is given by

$$I(X; Y|Z) = H(X|Z) - H(X|(Z, Y))$$

This value quantifies how much information is shared between $X$ and $Y$, given the value of $Z$. Another way to see it, as it it decomposed above, is as the difference between the information required to describe $X$ given $Z$, and the information to describe $X$ given both $Z$ and $Y$. If $Y$ and $Z$ carry the same
information about X, the two terms on the right are equal, and the conditional mutual information is zero. On the contrary if both Y and Z bring information, and if those information are complementary, the difference is large.

Hence the final weight on an edge of the graph connecting keywords $x$ and $y$ is given by the following expression\(^2\):

$$I(x; y|z) = \sum_{z \in Z} \sum_{y \in Y} \sum_{x \in X} P(x, y, z) \frac{P(x, y|z)}{P(x|z)P(y|z)}$$

Other measures such as log likelihood ratio, $t$-test or $\chi^2$ test could also be used to measure the similarity between two keywords.

The next chapter discusses the graph partitioning algorithms we considered and the one that was finally used for graph partitioning.

---

\(^2\)The derivation of this formulae is shown in the appendix.
Chapter 5

Feature Partitioning Techniques

5.1 Introduction

Feature partitioning techniques encompass methods that divide the features into subgroups based on a given distance measure. Feature partitioning is closely related to feature selection but is not the same. Feature partitioning can be considered as a form of clustering wherein a set of features is divided into subsets. Each member of a subset is close (based on the distance measure used) to all the members of the same subset as compared to members of other subsets. Feature partitioning might seem to be closely related to feature selection but it differs in two main aspects. In feature selection, the goal is to pick the most relevant subset of features from a larger set whereas in feature partitioning the entire set of features is retained. Secondly, feature selection is closely related to ranking whereas feature partitioning is closely related to clustering (as mentioned above).

5.2 Feature Partitioning

Ample work has been done in the field of feature partitioning, which is also known as grouping features or feature clustering. In [26], the authors have addressed grouping attributes as well as the data points simultaneously. They use information theoretic measures (namely mutual information) to formulate the problem as an optimization problem. The iterative maximization of the mutual information leads to better clusters both in the feature space and in the data point space. Gautam Das et al. [27] use a set of other attributes in order to find the correlation between two attributes. The paper uses “external probes” (other attributes) rather than internal measures (defined purely in terms of the values in the attributes) to find relation between the features. Association rules [28] also capture the relation between attributes. Similarly, feature clustering algorithms have also been proposed in [29],[30]
5.2.1 Feature Partitioning under the Co-training Setting

For the co-training setting it is important that the two feature sets be independent of each other. This problem can be modeled as that of obtaining a minimum cost bisection of a graph. Each feature is represented as a vertex in the graph. Two vertices are connected by an edge if they share some information. For example, keywords “weight” and “loss” are considered to be related if they occur together. The presence of the first keyword affects the probability of occurrence of the second keyword. The weight on the edge is the conditional mutual information [31] between the keywords corresponding to the vertices. Now, we have a graph that represents the features and the correlation between them. In order to obtain two equally sized sets (bisection) that are independent, we need a cut of the graph that minimizes the inter-set correlation and maximizes the intra-cut correlation. In graph theory, this is known as minimum cost bisection problem. This problem is known to be NP-hard [32]. The best we can do is to find an approximate algorithm for finding the minimum cost bisection.

5.3 Minimum Cost Graph Bisection

A bisection of a graph $G = (V, E)$ with an even number of vertices is a pair of disjoint subsets $A, B \subset V$ of equal size. The cost of a bisection is the number of edges $c = (a, b) \in E$ such that $a \in A$ and $b \in B$. The problem of Graph Bisection takes as input a graph $G$ with an even number of vertices, and returns a bisection of minimum cost.

This problem arises frequently in real world applications, such as parallel scientific computing, VLSI design, and task scheduling. For example, in scientific computing, it is common to use parallel computers to perform sparse matrix-vector multiplication. Typically each processor owns some fraction of the rows of the matrix, and is responsible for computing only those components of the result corresponding to rows it owns. In order to compute the result, however, it must have a valid entry in any component of the vector for which there is a nonzero entry in the corresponding column of the matrix in any row it owns. Thus the amount of communication which is necessary to perform a matrix-vector multiplication in parallel depends on how effectively the rows of
the matrix are distributed to the processors. If there are two processors, it is desirable to split the number of rows that each processor owns roughly in half (for load balancing), and to assign rows so that the number of nonzero matrix entries $a_{ij}$ with $i$ owned by one processor and $j$ owned by the other is minimized (to minimize communication). If there are more than two processors, one typically uses graph bisection recursively until a good assignment of rows to processors is found.

5.3.1 Minimum Bisection is NP-Complete

We show that the minimum bisection problem and the problem of approximating it to within a constant factor are NP-complete.

- **MIN-CUT ∈ NP**
  The decision problem for minimum bisection, which asks for a given graph whether it has a bisection of less than a given width, is obviously in NP since given a bisection we can verify quickly its width and the fact that it is a bisection.

- **MIN-CUT ∈ NP-Complete**

\[ 3 - SAT \leq_p MAX - CUT \leq_p MAX - BIS \leq_p MIN - BIS \]

We show that maximum cut can be reduced to minimum bisection, thereby showing that minimum bisection is NP-complete. First note that maximum bisection can easily be reduced to minimum bisection (or vice-versa) because the maximum bisection of a graph is the minimum bisection of its complement. Note that this duality only works because the number of possible edges across a bisection is constant for a given graph; it fails for max cut and min cut, which is why it makes sense for one to be NP-complete and the other not. Now we show how to reduce max cut to max bisection. Given a graph $G$ with $n$ vertices, we claim that the width of the maximum cut for $G$ is equal to that of the maximum bisection of the graph $G'$ given by appending $n$ isolated vertices to $G$. This is because any cut of $G$ can be made into a bisection of $G'$ by adding a suitable number of isolated vertices to each side of the cut. This gives an easy reduction of the decision problem for max-cut to that for max-bisection - the reduction is polynomial time since we only doubled the size of the input.
5.4 Algorithms for Graph Bisection

Many approximate algorithms have been proposed for solving the graph bisection problem. They can be broadly classified as

- Greedy Search Algorithms
- Spectral Methods
- Randomized Algorithms

5.4.1 Greedy Search Algorithms

Simple Greedy Method

The obvious greedy algorithm for the graph bisection problem consists of starting with any bisection \((A, B)\) of \(V\) and computing a new bisection by swapping the pair of elements \(a \in A, b \in B\), which maximizes the gain (number of edges cut before the swap minus the number after the swap). This process is repeated until the maximum gain is less than zero, or until the maximum gain is zero and another heuristic has determined that it is time to stop swapping “zero gain” pairs. The issue of breaking ties is resolved by choosing the pair to swap uniformly at random from the set of pairs for which the gain is maximum. To efficiently determine the cost of a swap, we store for each vertex \(a \in A\) its internal cost \(I(a)\), which is the number of edges \((a, a') \in E\) with \(a' \in A\), and its external cost \(E(a)\), which is the number of edges \((a, b) \in E\) with \(b \in B\). This can be done in \(O(m + n)\) time, and can be updated after swapping \(a\) and \(b\) in \(O(deg(a) + deg(b))\) time. The gain in swapping \(a\) and \(b\) is then \(gain = E(a) - I(a) + E(b) - I(b) - 2w(a, b)\), where \(w(a, b) = 1\) if \((a, b) \in E\) and \(w(a, b) = 0\) otherwise. We can therefore determine the best pair to swap in \(O(n^2)\) time by simply running through all \((n/2)^2\) candidate pairs, keeping track of the leaders for the random choice at the end.

Kernighan-Lin Algorithm

Unfortunately, the greedy algorithm performs very poorly in practice, as it is common for graphs to have bisections which require several vertices to be swapped simultaneously before any gain is achieved, whereas the greedy algorithm can only search out bisections which are one swap away from the
current bisection. The Kernighan-Lin algorithm (KL) attempts to remedy this situation by using a greedy heuristic to search through bisections which are several swaps away from the current bisection. One step of the Kernighan-Lin algorithm consists of swapping $k$ pairs of vertices ($1 \leq k \leq \frac{n}{3}$) which are chosen as follows:

- Make a copy of the graph.
- On the copy graph, swap the pair with the largest gain, even if this gain is negative, and mark the vertices as “swapped”. Break ties randomly.
- Repeat the previous step on unmarked vertices until no points are left to be swapped.
- Pick $k$ such that the cost of the bisection at the $k^{th}$ step of the above process was smallest. Break ties (again) randomly.
- Swap these first $k$ pairs of vertices on the original graph.

Since the inner loop at the $k^{th}$ step of KL amounts to an update of the internal and external costs of the unfrozen vertices and a step of the greedy algorithm on a graph of size $(n - 2k)$, the total cost of running a step of KL is $T(2) + T(4) + \ldots + T(n) = O(n^3)$, where $T(l) = O(l^2)$ is the time required for one pass of the inner loop when $l$ vertices are unmarked.

While the KL algorithm tends to produce fairly good results, it is fairly expensive, since each step can take up to $O(n^3)$. Fiduccia and Mattheyses[33] present an improvement to the basic KL algorithm, where each step (equivalent to KL step) takes $O(|E|)$. The Kernighan-Lin algorithm is shown in algorithm 1.

5.4.2 Spectral Methods

Simple Spectral Bisection

The basic spectral bisection method (due to Fiedler[34]) is a continuous relaxation method which recasts the problem of bisecting a graph as a problem of finding an eigenvector. We begin by observing that the transpose of the incidence matrix $I(G)^T$ has the property that for any vector $x \in \{-1, 1\}^n$, $I(G)^T x$
Algorithm 1 Kernighan-Lin Algorithm

1: **Algorithm:** Kernighan-Lin(G)
2: **Input:** G = (V, E), |V| = 2n
3: **Output:** Balanced bi-partition A and B with "small" cut cost.
4: **begin**
5: Bipartition G into A and B such that |VA| = |VB|, VA ∩ VB = φ,
6: and VA ∪ VB = V
7: while G* > 0 do
8: Compute Dv, ∀v ∈ V.
9: for i = 1 to n do
10: Find a pair of unlocked vertices va_i ∈ VA and vb_i ∈ VB whose
11: exchange makes the largest decrease or smallest increase in cut cost;
12: Mark va_i and vb_i as locked, store the gain ∆i, and compute the new Dv,
13: for all unlocked v ∈ V;
14: end for
15: Find k, such that G_k = ∑_i=1^k ∆i is maximized;
16: if G_k > 0 then
17: Move va_1, ..., va_k from VA to VB and vb_1, ..., vb_k from VB to VA;
18: end if
19: Unlock v, ∀v ∈ V.
20: until G_k ≤ 0;
21: end

is a vector in {−2, 0, 2}^m, a 0 appearing for each component corresponding to an edge in the graph for which both vertices have the same sign. (Recall that the incidence matrix I(G) is an n × m matrix with column e containing a 1 in row i and a -1 in row j, where edge c = (i, j) ∈ V; in an undirected graph, the choice of which vertex gets which sign is arbitrary). As a result, \(I(G)^T x^2 = x^T I(G) I(G)^T x = x^T L(G) x\) equals four times the number of edges \(e = (i, j)\) such that \(x_i x_j = -1\). The matrix \(L(G) = I(G) I(G)^T\) is known as the Laplacian matrix, and can be characterized by

\[ l_{ij} = \begin{cases} \text{deg}(i), & i = j \\ -1, & (i, j) \in E \\ 0, & \text{otherwise} \end{cases} \]

We observe that \(L(G)\) is a symmetric matrix, so it has an orthonormal set of eigenvectors. Furthermore, we can see immediately that for any matrix G, \(L(G) y = 0\) with \(y = (1, \ldots, 1)^T\), hence y is an eigenvector of \(L(G)\). As a result, \(y^\perp\) is invariant under \(L(G)\), and the spectrum \(\sigma(L(G)) = \sigma(L(G)|_{y^\perp}) \cup \{0\}\).
Since $L(G)$ is positive semi-definite (recall $L(G) = I(G)I(G)^T$), we learn that
the smallest eigenvalue of $L(G)|_{y^\perp}$ equals the second smallest eigenvalue of $L(G)$. Now we observe that $y^\perp$ contains the vector corresponding to any bisection, since it has an equal number of 1’s and -1’s; thus, the problem of finding the minimum bisection is exactly equivalent to the problem of finding the vector $x \in y^\perp \cap \{-1,1\}^n$ which minimizes $x^TL(G)x$.

At this point we relax the requirement that $x \in \{-1,1\}^n$ and find instead the vector $x \in y^\perp \cap \{x : \|x\| = \sqrt{n}\}$ which minimizes $x^TL(G)x$. But such an $x$ has to be an eigenvector of $L(G)|_{y^\perp}$ corresponding to its smallest eigenvalue, which, as we mentioned above, is an eigenvector of $L(G)$ corresponding to its second smallest eigenvalue. Such an eigenvector can be found in polynomial time using a standard package, such as Matlab. Since this eigenvector will be in $y^\perp$, the sum of its components will be zero, so it has equal mass distributed above and below zero. The idea is to then round these components to ±1 so that $x$ is again in $\{-1,1\}^n$. But of course, equal mass does not mean an equal number, so we change the rounding threshold from zero to the median value of the components of $x$, breaking ties randomly, in order to obtain a bisection. This approach produces both a lower bound and an upper bound on the minimum bisection – the lower bound comes from our knowledge of the minimum of $x^TL(G)x$ over all of $y^\perp \cap \{\|x\| = \sqrt{n}\}$, which properly includes all bisections, and the upper bound comes from the rounded result, which of course, can’t be better than the actual result.

**Boppana Bisection**

We can generalize on the basic spectral bisection method to try to obtain tighter upper and lower bounds. Following Boppana [35], for any $d \in \mathbb{R}^n$ we define the matrix $B = D - A$, where $D = diag(d)$ and $A$ is the adjacency matrix ($a_{ij} = 1$ if $(i,j) \in E$, zero otherwise). Note that when $d_i = deg(i), B = L(G)$. We define the function

$$f(d, x) = 2 \sum_{(i,j) \in E} (1 - x_i x_j) + \sum_{i \in V} d_i (x_i^2 - 1)$$

$$= x^T(D - A)x - (\sum_{i \in V} d_i - 2m)$$
and observe that if \( x \in \{-1,1\}^n \), \( \sum d_i(x_i^2 - 1) = 0 \), and hence \( f(d, x) \) equals four times the number of edges \( e = (i, j) \) such that \( x_i x_j = -1 \). By the second formula for \( f \), for any \( d \) the min-bisection problem amounts to finding the vector \( x \in y^\perp \cap \{-1,1\}^n \) for which \( x^T B x \) is smallest. Unfortunately, \( y^\perp \) is not invariant under \( B \) unless \( d_i = \text{deg}(i) \), nor is \( B \) necessarily positive definite; it is, however, still easy to find the smallest eigenvector of \( B|_{y^\perp} \) by considering the matrix \( PB \), where \( P \) is the orthogonal projection onto \( y^\perp \). Thus we may apply the same relaxation and rounding technique as before to obtain an upper and lower bound.

For each \( d \), the lower bound is denoted by \( g(d) = \min_{x \in y^\perp, \|x\| = \sqrt{n}} f(d, x) \), and observe that \( g \) is bounded above by the cost of the min-bisection. It also turns out that \( g \) is concave and achieves its maximum for some (necessarily unique) finite \( d_{\text{min}} \), so one can use the ellipsoid method to find this maximum in polynomial time. This gives the tightest lower bound available, and the hope is that the vector \( x \in \{-1,1\}^n \) corresponding to the minimum bisection will be closer than any other bisection vector to the vector \( x_{\text{min}} \in y^\perp \cap \{\|x\| = \sqrt{n}\} \) which minimizes \( f(d_{\text{min}}, x) \), so that after rounding the solution can be recovered. This last idea (that the best rounded result will come from the best lower bound result) is given no justification in Bopanna.

5.4.3 Randomized Algorithms

Metropolis and Simulated Annealing

The Metropolis method has been successfully applied to the graph bisection problem. Jerrum and Sorkin[36] have shown that this method is very successful on \( G_{n,p,r} \) graphs under suitable conditions on the parameters. In fact they prove that when \( p - r = \Theta(n^{\delta-2}) \) for \( \delta > 11/6 \), the Metropolis algorithm with high probability yields the minimal bisection in polynomial time. Their analysis is conducted using the acceptance function

\[
\lambda(\delta \text{cost}) = \frac{\exp(-\delta \text{cost}/T)}{1 + \exp(-\delta \text{cost}/T)}
\]

\( G_{n,p,r} \) is a probability distribution on graphs with vertex set \( \{1,2,\ldots,n\} \) in which the presence of each possible edge is independent, with probability \( p \) for edges within \( \{1,2,\ldots,n/2\} \) or \( \{n/2 + 1,\ldots,n\} \) and probability \( r < p \) for other edges.
Genetic Algorithm

Another way to employ a stochastic search is through application of genetic algorithms. These algorithms search the solution space through simulating evolution, i.e. the "survival of the fittest strategy". They maintain a population of possible solutions, and generate new solutions through crossover and mutation. The "fittest" individuals have a greater chance of reproducing and surviving to the next generation, but the inferior solutions can also survive.

Within the GA framework, the solution to the graph bisection is represented as a vector of real values between 0 and 1, where each entry in the vector corresponds to a vertex in the graph. Partitioning of the graph corresponds to thresholding the vector at its median: the values above the median belong to the first partition, the values below the median belong to the second.

The selection of solutions to produce the future generations plays a very important role in a genetic algorithm. There are several schemes for selection: roulette wheel selection, scaling techniques, ranking methods, and tournaments.

The crossover function takes two parents, \( p_1 \) and \( p_2 \), and generates two children, \( c_1 \) and \( c_2 \). It is implemented as follows: select \( V/2 \) indices into the solution vector. In \( c_1 \) draw the values at these indices from the corresponding entries in \( p_1 \); the rest of the values comes from \( p_2 \). In \( c_2 \) the converse is the case: the values at the selected indices come from \( p_2 \) and the rest are taken from \( p_1 \). Note that as the population becomes more uniform, the crossover stops affecting the evolution: in a stable state, chances are that regardless whether the element comes from \( p_1 \) or \( p_2 \), it will fall in the same place with respect to the median.

To implement the mutation step, simply run the Metropolis algorithm for some number of steps. Also note that it is possible for the crossover operation to output a vector with repeated entries; if these occur at the median, the thresholding scheme is no longer guaranteed to generate a bisection. If this occurs, the mutation procedure will perturb the repeated entries, so that we can easily recover a full bisection.

It is interesting to note that running Simulated Annealing with multiple runners is very similar to running GA with an identity crossover, i.e. a crossover where \( c_1 \) is a copy of \( p_1 \) and \( c_2 \) is a copy of \( p_2 \).
5.5 Implementation Details

We selected the Kernighan-Lin Algorithm for our feature partitioning due to its simplicity and reasonable performance. Since the idea was to apply a graph bisection algorithm we used the METIS\textsuperscript{2} and Chaco\textsuperscript{3} packages that provide the graph partitioning implementation. It should be fairly easy to apply any other bisection algorithm.

\textsuperscript{2}Software can be downloaded at http://www-users.cs.umn.edu/~karypis/metis/index.html
\textsuperscript{3}http://www.cs.sandia.gov/~bahendr/chaco.html
Chapter 6
Related Work

This chapter discusses bits and pieces of other work related to text classification, using unlabeled data for classification.

6.1 Text Categorization

Text classification has been around in different forms for some time. One of the early application of text classification was to author identification. The seminal work by Mosteller and Wallace [37] examined authorship of the different Federalist papers using Bayesian analysis of features such as word and sentence length, frequency of function words, and vocabulary diversity. More recently text classification has been applied to a wide variety of practical applications: cataloging news articles [38] [39]; classifying web pages into a symbolic ontology [40]; finding a person’s home page [12]; automatically learning the reading interests of users [41] [42]; automatically threading and filtering email by content [14]; and book recommendation [43]. An early and popular machine learning technique for text classification is naive Bayes. Its straightforward probabilistic nature has made it amenable to a variety of extensions. Limited word dependencies can be modeled using TAN trees [44]. Leverage of a class hierarchy can be provided through statistical shrinkage [45] or other more ad-hoc techniques [46]. The one-to-one class-to-component correspondence can be relaxed [47]. There are two different generative models that have been used for naive Bayes. The one used in this thesis is a multinomial (or in language modeling terms, “uni-gram”) model, where the classifier is a mixture of multinomials and tracks the number of times a word appears in a document [17]. This formulation has been used by numerous practitioners of naive Bayes text classification [48] [47] [39]. A second formulation of naive Bayes text classification instead uses a generative model where each word in the vocabulary is a binary feature, and is modeled by a mixture of multi-variate Bernoullis [49] [50] [51] [46]. Empirical comparisons show that the multinomial formulation yields classifiers with consistently higher accuracy [17]. A variety of machine learning techniques other than naive Bayes have been applied to text classification. Support vector machines have recently
shown much promise [39]. Other approaches have used maximum entropy [52], neural nets [12] and several rule learning algorithms. Still others have used memory-based methods like k-nearest neighbor [53], and a variety of boosting approaches. To date, no single technique has emerged as clearly better than the others, though some recent evidence suggests that kNN and SVMs perform at least as well as other algorithms when there is a lot of labeled data for each class of interest [54]. Most studies into text classification use the simple document representation of bags-of-words, tracking the number of times each word occurs in a document, or even just whether or not it occurred. Consistently, efforts to include more substantial linguistic or semantic information have provided at most modest improvements to classification accuracy. Furnkranz et al. [55] uses shallow syntactic phrase patterns and finds some improvements to naive Bayes and rule learning algorithms. Mladenic selects variable-length phrases for text classification of web pages into the Yahoo hierarchy.

6.2 Expectation Maximization

The term Expectation Maximization was coined by Dempster et al in their seminal work [56]. The Expectation-Maximization (EM) algorithm is a general algorithm for maximum-likelihood estimation where the data are “incomplete” or unknown.

**Definition 6.2.1** We have a density function $p(x|\Theta)$ that is governed by the set of parameters $\Theta$ (e.g., $p$ might be a set of Gaussians and $\Theta$ could be the means and covariances). We also have a data set of size $N$, supposedly drawn from this distribution, i.e., $X = \{x_1, \ldots, x_N\}$. That is, we assume that these data vectors are independent and identically distributed (i.i.d.) with distribution $p$. Therefore, the resulting density for the samples is

$$P(X|\Theta) = \prod_{i=1}^N p(x_i, \Theta) = \mathcal{L}(\Theta|X)$$

This function $\mathcal{L}(\Theta|X)$ is called the likelihood of the parameters given the data, or just the likelihood function. The likelihood is thought of as a function of the parameters $\Theta$ where the data $X$ is fixed. In the **maximum likelihood estimation problem**, our goal is to find the $\Theta$ that maximizes $\mathcal{L}$. That is, we
wish to find $\Theta^*$ where

$$\Theta^* = \underset{\Theta}{\operatorname{argmax}} \mathcal{L}(\Theta|\mathcal{X}).$$

Informally, the EM algorithm starts with randomly assigning values to all the parameters to be estimated. It then iteratively alternates between two steps, called the expectation step (i.e., the “E-step”) and the maximization step (i.e., the “M-step”), respectively. In the E-step, it computes the expected likelihood for the complete data (observed data $X$ and the hidden data $Y$) where the expectation is taken with respect to the computed conditional distribution of the hidden variables given the current settings of parameters and our observed (incomplete) data. Let $Z = (\mathcal{X}, \mathcal{Y})$ be the complete data and assume a joint density function between the missing (hidden) and observed values. With this new density function we define a likelihood function $\mathcal{L}(x|Z) = \mathcal{L}(x|\mathcal{X}, \mathcal{Y}) = \mathcal{L}(\mathcal{X}, \mathcal{Y})$ which is known as the likelihood of the complete data. The EM algorithm first finds the expected value of the complete data log-likelihood from the observed data and the current parameters estimates. The expected value can be formulated in the form of the following likelihood function

$$Q(\Theta, \Theta^{(i-1)}) = E[\log p(\mathcal{X}, \mathcal{Y} | \Theta)|\mathcal{X}, \Theta^{(i-1)}]$$

where $\Theta^{(i-1)}$ are the current parameter estimates that are used for evaluating the above function and $\Theta$ is the parameter that we need to optimize to maximize the expected value.

In the M-step, the algorithm re-estimates all the parameters such that the likelihood function is maximized.

$$\Theta^{(i)} = \underset{\Theta}{\operatorname{argmax}} Q(\Theta, \Theta^{(i-1)})\Theta$$

These two steps are repeated as necessary. Each iteration is guaranteed to increase the log-likelihood and the algorithm is guaranteed to converge to a local maximum of the likelihood function. Intuitively, what EM does is to iteratively “augment” the data by “guessing” the values of the hidden variables and to re-estimate the parameters by assuming that the guessed values are the true values. The EM algorithm is a hill-climbing approach, thus it can only be guaranteed to reach a local maxima. When there are multiple maxima,
whether we will actually reach the global maxima clearly depends on where we start; if we start with the right set of initial parameters, we will be able to find a global maxima. When there are multiple local maximas, it is often hard to identify the right set of initial parameters. "Expectation-maximization" is a description of a class of algorithms such as the one above, not a particular algorithm; EM is a recipe or meta-algorithm which is used to devise particular algorithms. The most common example of the the EM algorithm is for fitting a mixture density model. An EM algorithm can also find maximum a posteriori (MAP) estimates, by performing MAP estimation in the M step, rather than maximum likelihood.

6.2.1 Using EM for Text Classification

In order to use EM for text classification, the initial parameter estimation is performed by using the labeled data. The unlabeled data is used to iteratively adjust the parameters of the model.
Chapter 7

Experiments and Results

7.1 Introduction

This chapter outlines the experiments conducted in order to validate our hypothesis. Primarily, the tests conducted aimed at verifying the following two claims made in the previous chapters:

1. It is possible to construct partitions for datasets that do not possess a natural partitioning. Applying co-training using these constructed partitions should give better or at least the same performance as using random feature partitioning.

2. As a supplement to the previous claim, we wonder if natural splits are the best splits? Maybe, a constructed partition could give better performance in cases where the feature spaces are imbalanced.

3. Would the accuracy be affected if the feature space was partitioned into $n$ partitions and these partitions are used with $n$ classifiers?

The experiments were conducted on numerous text datasets that are commonly used. Results from our experiments validated some of our claims while the remaining claims were not conclusively backed by our experiments.

7.2 Datasets

Five dataset (and their subsets) where used for conducting experiments. These datasets were chosen due to their popular use as test datasets in various papers related to data mining or information retrieval. Even though co-training can be applied to a range of datasets (image, multimedia, etc.), our experiments have been restricted to text datasets due to their widespread availability and ease in extraction of features.

7.2.1 SpamAssassin Dataset

The SpamAssassin dataset\(^1\) is a selection of messages which has been used for testing spam filtering systems. The dataset contains 3 parts - a set of spam

\(^1\)http://spamassassin.org/publiccorpus/
messages, set of easy ham (non-spam) messages and a set of hard ham messages. The set of hard ham messages is difficult to classify due to similarity with the spam messages. The corpus contains around 1900 spam messages, 3900 ham messages and 250 hard ham messages. For our experiments, we used messages from the easy ham and spam sets.

7.2.2 20 Newsgroups Dataset

The 20 Newsgroups dataset\(^2\) is a collection of approximately 20,000 Usenet newsgroup articles originally collected by Ken Lang. The dataset is partitioned almost evenly across 20 different newsgroups. The articles are typical postings and thus have headers including subject lines, signature files, and quoted portions of other articles. Some of the newsgroups are very closely related to each other (e.g. comp.sys.ibm.pc.hardware / comp.sys.mac.hardware), while others are highly unrelated (e.g misc.forsale / soc.religion.christian). The 20 newsgroups collection has become a popular data set for experiments in text applications of machine learning techniques, such as text classification and text clustering. The work by Nigam and Ghani\(^2\); that laid the foundation of our work, also uses this dataset. To compare the experiments we think it is imperative to include this dataset in our experiments. Further details regarding the use of the dataset are along with the experiments conducted.

Table 2: List of the 20 newsgroups

<table>
<thead>
<tr>
<th>20 Newsgroups dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp.graphics</td>
</tr>
<tr>
<td>comp.os.ms-windows.misc</td>
</tr>
<tr>
<td>comp.sys.ibm.pc.hardware</td>
</tr>
<tr>
<td>comp.sys.mac.hardware</td>
</tr>
<tr>
<td>comp.windows.x</td>
</tr>
<tr>
<td>rec.autos</td>
</tr>
<tr>
<td>rec.motorcycles</td>
</tr>
<tr>
<td>rec.recreation</td>
</tr>
<tr>
<td>sci.crypt</td>
</tr>
<tr>
<td>sci.electronics</td>
</tr>
<tr>
<td>sci.med</td>
</tr>
<tr>
<td>sci.space</td>
</tr>
<tr>
<td>talk.politics.misc</td>
</tr>
<tr>
<td>talk.politics.guns</td>
</tr>
<tr>
<td>talk.politics.mideast</td>
</tr>
<tr>
<td>talk.religion.misc</td>
</tr>
<tr>
<td>alt.atheism</td>
</tr>
<tr>
<td>soc.religion.christian</td>
</tr>
</tbody>
</table>

7.2.3 WebKB Dataset

This dataset contains WWW-pages collected from computer science departments of various universities in January 1997 by the World Wide Knowledge Base (Web-KB)\(^3\) project of the CMU text learning group. The 8,282 pages were manually classified into 7 categories student, faculty, staff, department,

\(^2\)http://people.csail.mit.edu/u/j/jrennie/public_html/20Newsgroups/
\(^3\)http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
course, project, other. The class other is a collection of pages that were not deemed the “main page” representing an instance of the previous six classes. This dataset was used by Blum and Mitchell[9] in their work that introduced co-training.

7.2.4 7Sectors Dataset

The 7Sectors dataset\(^4\) consists of 3417 html articles related to 7 industry sectors. The articles in each sector are further partitioned into sub-categories. The table below shows the distribution of articles across the different industry sectors.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Size</th>
<th>Proportion (in percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>714</td>
<td>20.9</td>
</tr>
<tr>
<td>energy</td>
<td>265</td>
<td>7.7</td>
</tr>
<tr>
<td>financial</td>
<td>697</td>
<td>20.4</td>
</tr>
<tr>
<td>health</td>
<td>310</td>
<td>9.1</td>
</tr>
<tr>
<td>technology</td>
<td>823</td>
<td>24.1</td>
</tr>
<tr>
<td>transport</td>
<td>383</td>
<td>11.2</td>
</tr>
<tr>
<td>utilities</td>
<td>225</td>
<td>6.6</td>
</tr>
</tbody>
</table>

7.2.5 Oshumed Dataset

The Ohsumed corpus\(^5\) was compiled by William Hersh. The corpus contains around 50,000 documents which are medical abstracts and have a high percentage of medical terms. These documents have been assigned to one or multiple of the 23 MeSH (Medical Subject Headings) "diseases" categories. The abstracts in the documents are very difficult to comprehend for people from non-medical background. This is a distinguishing feature of this corpus. Our experiments were conducted on a subset of this corpus.

7.3 Experimental Setup

Our text categorization system (see appendix) was used to perform the experiments. The system has modules for feature extraction, data cleaning and pre-processing. The keywords in the documents were extracted using either a

\(^4\)http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/boostingIE/7sectors.tar.gz
\(^5\)ftp://medir.ohsu.edu/pub/OHSUMED/
MIME parser or an HTML parser. For the SpamAssassin and 20 Newsgroups datasets all the headers in the messages were removed. For HTML documents (WebKB and 7Sectors dataset), the meta tags, href links and any presentation related tags (font, size, color, etc.) were removed. Stemming was not used since our initial experiments did not show any advantage with stemming enabled. Keywords with very low frequencies were eliminated. Keywords with smaller lengths were removed to eliminate keywords like 'a', 'the', 'an', 'if', etc. To make documents of different lengths comparable, feature vectors are normalized to unit length. A Naïve Bayes classifier was used as the classification model.

Error rate was used as the evaluation metrics.

\[
\begin{align*}
\text{Errorrate} & = 1 - \text{Accuracy} \\
\text{Accuracy} & = \frac{TP + TN}{TP + TN + FP + FN}
\end{align*}
\]

where

\[
\begin{align*}
TP & = \text{True Positive} \\
TN & = \text{True Negative} \\
FP & = \text{False Positive} \\
FN & = \text{False Negative}
\end{align*}
\]

The good property of error rate is that its symmetric measure in the sense that it takes into account both the true positive and the true negative. Some equivalent measures consider only the true positive. To test our hypothesis regarding improved classification using a constructed feature split, the following test was setup:

1. Construct a dataset (D) by combining \( n \) disjoint/unrelated datasets \( (d_1, d_2, \ldots d_n) \).

2. Partition the features in D into \( n \) sets \( F_1, F_2, \ldots F_n \), using any feature splitting technique. We used graph partitioning.

3. Train \( n \) classifier \( (C_1, C_2, \ldots C_n) \) on the input data such that classifier \( C_1 \) uses \( F_1 \) and so on. These \( n \) classifiers form the combined co-trained classifier (call it \( C_{construct} \)) with constructed feature sets.
4. From the $n$ disjoint datasets, co-train $n$ classifiers. In this case, the features used by classifiers $C_1, C_2, \ldots, C_n$ will be strictly from datasets $d_1, d_2, \ldots, d_n$ respectively. Let's call this co-trained classifier $C_{\text{known}}$ since the classifier is build on known partitions of the dataset.

5. Compare the error rates obtained $C_{\text{construct}}$ and $C_{\text{known}}$. If $C_{\text{construct}}$ performs as well as $C_{\text{known}}$ then we can claim that co-training based on constructed feature partitions performs as good as co-training based on natural or known feature partitions.

Our results show that co-training based on constructed feature partitions performs as good as or better than natural or known partitions. To further emphasize the advantage of constructing feature splits, we performed experiments on datasets with natural partitions that were imbalanced. SpamAssassin is a good example of such a dataset, wherein, the features in the 'Subject' partition are much less than the features in the 'Body' partition. Our experiments show that for imbalanced datasets, co-training with constructed datasets performs particularly better than co-training on natural partitions. After the first set of experiments provided positive results, we designed another set of experiments to see how co-training based on constructed feature partitions works on datasets that have no known partitions. We compare our results against randomly created partitions. The following is a summary of the steps involved in the tests:

1. Partition the features in the dataset into $n$ sets $F_1, F_2, \ldots, F_n$, using graph partitioning.

2. Train $n$ classifier $(C_1, C_2, \ldots, C_n)$ on the input data such that classifier $C_1$ uses $F_1$ and so on. These $n$ classifiers form the combined co-trained classifier (call it $C_{\text{construct}}$) with constructed feature sets.

3. Now partition the features in the dataset randomly into $n$ partitions. Build a co-trained classifier $C_{\text{random}}$ using these partitions.

4. Run the classifiers $C_{\text{construct}}$ and $C_{\text{random}}$ on the test dataset and compare their error rates. If $C_{\text{construct}}$ performs better than $C_{\text{random}}$ then we can claim that co-training based on constructed feature partitions performs well even when the partitions are not known.
Random partitioning is used as the benchmark because that is the least one can do when the partitions are unknown. The final set of experiments aimed at comparing our modification to co-training against the use of Expectation Maximization as a technique for classification in the presence of missing data. The following section describes each experiment in detail followed by the results obtained.

7.4 Results

In order to compare partitioning based co-training and co-training with known partitions, two experiments were performed. The first experiment was conducted on a subset of the 20 Newsgroups dataset. The dataset consists of 50 labeled documents and 250 unlabeled documents of each class. Each document in the dataset is constructed by combining messages from 3 feature sets (FS$_1$, FS$_2$ and FS$_3$). The dataset is described in table 4. Observe that, intuitively each feature set consists of keywords that belong to one topic or concept. For example, FS$_1$ consists of keywords from rec.sport.baseball and rec.sport.hockey. Since both newsgroups talk about sports, the keywords would be related. At the same time, since the two newsgroups talk about specific sports (hockey and baseball in this case), they will still differ in the terms used. Hence they can be considered to belong to separate classes. This reasoning can be applied to FS$_2$ and FS$_3$ also. The assignment of documents that contain

\[\text{rec.sport.baseball} + \text{sci.med} + \text{talk.politics.guns}\]

to class 1 is arbitrary. The idea was to have documents that are derived from the same feature sets but still different enough to belong to different classes. Let us call this dataset D1. Each labeled document is partitioned into 3 sets using the graph partition technique described in the previous chapter. In doing so, we ignore the fact that each document is constructed by combining messages from three newsgroups. Each partition obtained using the graph partitioning technique becomes the feature set for one classifier in the co-training combination. Unlabeled documents are classified by each of the 3 classifiers and the final class of the document is obtained by equally weighing the probabilities obtained from each individual classifier. During each iteration, a user defined number of messages from the unlabeled set are added to the labeled set. The error rates
are recorded for each iteration. Error rates are also obtained for co-trained classifier based on the known feature sets. Figure 4 compares the error rates for the two classifiers. The classifier with constructed feature splits has lower error rate as compared to one with random feature splits. Figure 4 shows the error rates for the co-training based on natural, random and constructed partitions. As expected natural partitioning outperforms the other two. But constructed partitioning outperforms random partitioning by a substantial margin. Two important observations can be made from these results:

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Class 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>rec.sport.baseball</td>
<td>rec.sport.hockey</td>
</tr>
<tr>
<td>sci.med</td>
<td>sci.space</td>
</tr>
<tr>
<td>FS1</td>
<td>FS2</td>
</tr>
<tr>
<td>rec.sport.baseball</td>
<td>sci.med</td>
</tr>
<tr>
<td>rec.sport.hockey</td>
<td>sci.space</td>
</tr>
</tbody>
</table>

Table 4: Dataset D1 Subset of 20 Newsgroups

Figure 4: Error rate versus iterations for Dataset 1

As expected natural partitioning outperforms the other two. But constructed partitioning outperforms random partitioning by a substantial margin. Two important observations can be made from these results:
• Constructed partitioning catches up with natural partitioning much sooner than random partitioning does.

• If a minimum error rate threshold is required by the classifier constructed partitioning reaches this threshold in much fewer iterations. Since each iteration corresponds to certain number of labeled documents, we can effectively say that constructed partitioning requires much less (approximately 3.5 times) labeled documents.

We ground our conclusions we performed the same experiment on another dataset 7Sectors. A labeled document is constructed similar to dataset 1. The feature partitions for the constructed dataset are shown in table 5. For this dataset, the error rates are shown in figure 5. It can be noticed that both natural partitioning and constructed partitioning start at the same error rates. For initial iterations, constructed partitioning performs better than natural partitioning. At iteration 10, natural partitioning is as good as constructed partitioning. This indicates that a few wrong guesses by the constructed classifier substantially affect its performance. Thus, we can conclude that the constructed partitioning is sensitive to errors. Beyond iteration 10, the natural partitioning rapidly outperforms constructed partitioning. At the same time, constructed partitioning still performs better than random partitioning. For both the above experiments, outputs are not shown for all iterations since the curves do not display any significant changes in the subsequent iterations. The objective of the above two experiments was to show that constructed partitioning outperforms random partitioning. We could emphatically state that since we had prior knowledge regarding the number of natural partitions. If this knowledge was not available then we could not conclusively make the above claim. If we did not know the number of natural partitions, we would have had to make a guess

Table 5: Dataset D2 - Subset of 7Sectors

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Communications equipment industry</th>
<th>Office equipment industry</th>
<th>Gold and silver industry</th>
<th>Iron and steel industry</th>
<th>Air courier industry</th>
<th>Labeled</th>
<th>Unlabeled</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
on the number of natural partitions and then compare the error rates for natural and constructed partitioning for those number of partitions. The next step after concluding that constructed partitions outperform random partitions is to compare the two partitioning techniques on datasets for which natural partitions are not known. We again picked a subset of the 20 Newsgroups dataset. The dataset is shown in table 6. In this dataset there is a single feature set which intuitively relates to keywords in the sports category. This dataset was partitioned into $N$ ($N = 2$ to 10) partitions using random and graph based partitioning. For each partitioning, $N$ classifiers are co-trained. Figure 6 compares random and graph based partitioning for $N = 3$. For all values of $N$, graph based partitioning outperformed random partitioning. Similar test was performed on the Oshumed dataset. The constructed dataset is shown in table 7. Class one corresponds to abstracts that talk about heart diseases and whereas class two has abstracts related to diseases not related to heart. Both classes are
Table 6: Dataset D3 - Subset of 20 Newsgroups

<table>
<thead>
<tr>
<th>FS1</th>
<th>Labeled</th>
<th>Unlabeled</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>rec.sport.baseball</td>
<td>50</td>
<td>250</td>
</tr>
<tr>
<td>Class 2</td>
<td>rec.sport.hockey</td>
<td>50</td>
<td>250</td>
</tr>
</tbody>
</table>

derived from the common feature set that corresponds to the general category of diseases. The results on this dataset are contrary to expectation. Most of

Table 7: Dataset D4 - Subset of Ohsumed dataset

<table>
<thead>
<tr>
<th>FS1</th>
<th>Labeled</th>
<th>Unlabeled</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>Heart related abstracts</td>
<td>25</td>
<td>500</td>
</tr>
<tr>
<td>Class 2</td>
<td>Non-heart related abstracts</td>
<td>25</td>
<td>500</td>
</tr>
</tbody>
</table>

times, for different values of $N$, random partitioning outperformed graph based partitioning. Results for $N = 3$ are shown in figure 7. On further investigating, we noticed certain peculiar characteristics of this dataset that lead to such an anomalous behavior. The dataset consists of numerous keywords having the same meaning. Each author has used a specialized term for the same concept resulting in higher number of unique terms. Terms such as 'bolus' and 'dosage' are synonyms of each other. Similarly, 'diazepam' and 'anxiolytic' are synonyms for anxiety relieving drugs. This quality of the dataset throws off the graph partitioning technique, since it relies on the degree of similarity between the keywords. The use of synonyms hides this similarity and the partitions generated are weaker. Apart from the Ohsumed dataset, all the other datasets displayed favorable results for graph based partitioning as compared to random partitioning. We wanted to verify if constructed partitioning is a better alternative for datasets which are imbalanced. Email messages are a good example of such a dataset, where the two feature sets - message body and message subject are imbalanced in the number of features. We compared co-training based on naturally available partitions against constructed partitions. This test was performed on the WebKB dataset. The characteristics of the dataset are summarized in table 8. In this dataset the web pages are divided into two classes course related web pages and non-course related web pages. The two feature
sets correspond to keywords in the message body and keywords in the message subject. The results on this dataset are shown in figure 8. The results show

Table 8: Dataset D5  Subset of WebKB dataset

<table>
<thead>
<tr>
<th></th>
<th>$F_S_1$</th>
<th>$F_S_2$</th>
<th>Labeled</th>
<th>Unlabeled</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course related</td>
<td>Text in pages</td>
<td>Text in links</td>
<td>25</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Non-course related</td>
<td>Text in pages</td>
<td>Text in links</td>
<td>25</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

that graph based partitioning outperforms both random and natural partitioning. Notice that the initial error rate for random and graph based are less than natural partitioning. With every iteration, the error rate for graph based partition decreases rapidly. The plot for random partitioning has many points at which the error rate increases. This is the drawback of random partitioning.
We can also notice that the plots for random and graph based have a similar slope. This is indicative of equal sized partitions in both these techniques.

Some of our key observation during our experiments have been as follows:

- Constructed splits based co-training results starts with a lower error rate.
- Co-training based on constructed splits continues to decrease the error rate with each iteration as compared to random splits based co-training.

We can say that the number of labeled documents required to reach a pre-specified threshold is less for co-training based on constructed splits. This amounts to better performance at a lower cost both in terms of number of labeled documents and the time required.

Finding PAC-style bounds on the number of labeled documents for co-training with partitioning is a new problem in itself. Coming up with such bounds remains the motivation for continuing this work beyond this thesis.
7.4.1 K-training Results

After observing that feature partitioning leads to better performance, the natural question that occurred was whether increasing the number of splits can increase the accuracy of a co-trained classifier. We setup experiments to verify this hypothesis. The first dataset consisted of seven sets of newsgroups from the 20 newsgroups dataset. Each set consisted of two newsgroups that are similar in their vocabulary and content. A document in the dataset is a group of seven messages, one from each group. Labeled documents are divided into two classes. Unlabeled documents are constructed in a similar fashion. 25 labeled documents and 100 unlabeled documents were used. The features in each document are split into $N$ partitions. For each partition size, equivalent number of classifiers are co-trained. The error rate for each value of $N$ is computed. Similarly, the natural split of the features in the documents is obtained easily from the seven
groups mentioned earlier. Seven classifiers are co-trained using these natural feature splits. The error rates for values of \( N \) ranging from 2 to 7 is shown in figure 9. The error rate for natural partitioning based co-training is also shown. Notice that with increasing number of partitions the accuracy (\( = 1 - \text{error rate} \)) increases, till the number of partitions reaches 6. Beyond six partitions the accuracy starts to drop. The best accuracy of 95.5% was observed for six partitions, while the accuracy of co-training based on natural partitions is 99.6%. Let us outline the results on the second dataset before we can draw any conclusions. The second dataset was build similar to the one above, but instead of seven newsgroups we used just 3 newsgroups. The results are shown in figure 10. The peak accuracy was observed with three partitions, which is the number of natural partitions in the dataset. We conducted many more experiments but the above two cases are representative of the general tread.

![Figure 9: Number of partitions versus accuracy for the dataset with seven partitions](image)
observed. Hence we are omitting the remaining results. It can be observed that as the number of natural partitions increases, the results obtained by feature partitioning became unpredictable and in accurate. This can be observed in the first dataset where the peak was observed at six partitions. For smaller number of natural partitions, the accuracy generally peaks when the number of partitions is equal to the number of natural partitions. This behavior indicates that the dataset is able to exploit the existence of these features splits. This behavior can be observed in the results of the second experiment. Under no circumstances are we able to come up to the accuracy obtained from natural splits. On the whole, we cannot conclusively state that increasing the number of partitions results in an improved classifier. On the other hand we somewhat observe the number of partitions versus accuracy profile as hypothesized in figure 2 on page 27. The reason for poor accuracy with large number of partitions can be attributed to the weakness of the graph partitioning technique with increasing number of partitions. The graph partitioning technique becomes unstable with higher number of partitions.

Comparison with Expectation Maximization

After comparing our technique with random partitioning (which is a relatively naive technique), the stage is set to compare our technique to a more widely acclaimed technique. Recently, the Expectation Maximization (EM) technique has been used successfully for building classifiers in the presence of unlabeled data. The EM algorithm has been described in section 6.2. The algorithm is iterative and consists of two steps – the E (Expectation) step and the M (Maximization) step. EM experiments are conducted on the same dataset as the k-training experiments. Results are shown in figures 9 and 10. For most of the datasets, we observed that our best time (corresponding to the optimal number of partitions) was better than the best time for EM.
Figure 10: Number of partitions versus accuracy for the dataset with three partitions
Chapter 8
Conclusion

This primary objective of the thesis was to analyze and extend a technique that handles classification in the presence of unlabeled data. Co-training exploits the separation between the features, along with the information hidden in unlabeled data, to build a classifier that has accuracy even higher than a classifier with all labeled data. Possibility of further improving this accuracy using intelligent feature partitioning techniques, was the motivation behind the work in this thesis. We have experimentally shown that constructing feature partitions for co-training results in better accuracy as compared to natural or random feature splits. We go a step further by proposing the k-training paradigm in which the features are partitioned into k partitions and a co-trained classifier is built on these partitions. Though we were conclusively able to say that k-training has a benefit over co-training, there is definitely scope for further exploration. The following section touches upon some of the areas we think could be improved or added to the current state of the thesis.

8.1 Future Work

There is a trade-off between time and accuracy while building a co-trained classifier. A co-trained classifier takes much more time than a standard classifier. This difference is understandable because the co-trained classifier has to update the model at each iteration by classifying the unlabeled data. We would like to look at techniques that could make the co-trained classifier faster to build. This may be achieved by incorporating incremental learning techniques.

We were not conclusively prove that k-training would be beneficial for all datasets or under all scenarios. We need to develop a theoretical foundation that validates our experimental results. Still a little skeptical about k-training. At the same time, the vast number of applications of this technique motivates us to explore further. K-training has huge promise in sensor networks, image data and any other sources of data that have multiple modalities.

Some of the immediate work would explore the possibility of using other classifiers, for example, an SVM classifier. We would also like to cover a wider
range of datasets for our experiments. For the k-training setting, we suspect that the graph partitioning algorithm adversely affected our results for partitions greater than two. We are keen on exploring other graph partitioning techniques or even other feature partitioning techniques. Another drawback of the k-training approach is that the value of $k$ has to be chosen arbitrary or we have to try a range of values for $k$. We want to incorporate techniques that would give us an estimate of the value of $k$. We also intend to use measures of correlation between features other than mutual information.

We think that this thesis addresses very interesting issues that have real applications and we are excited to carry this work further.
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