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Figure 6.1: Blink detection in normal EEG. Results of the blink detection algorithm given
normal EEG and EEG containing triphasic waveforms. Displayed channels are channels
given to blink detection algorithm. Two blinks are correctly located within the normal EEG
and no blinks are falsely detected in the triphasic EEG.
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Figure 6.2: False blink detections in FIRDA EEG containing no blinks. Two blinks are
falsely detected in the first stages of the blink detection algorithm. These blinks are later
correctly identified as false when blink detection is applied to the extracted blink source
signal.
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Figure 6.3: Simulated blinks in triphasic EEG. Two blinks are simulated within uncontam-
inated triphasic EEG. Very little change is visible between the original and simulated EEG
signals.
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the simulated blinks within the triphasic data, but the lack of detection could also indicate

that the simulation method is simply invalid. Looking at Figure 6.3, the difference between

the uncontaminated triphasic EEG and the simulated EEG is difficult to detect visually.

Another possibility is that the blink detection software is simply ineffective in the pres-

ence of repetitive, high-amplitude signals such as those contained in triphasic and FIRDA

EEG. During testing, data from within the Pesin thesis [25] was given to the blink detec-

tion software. This data came from a healthy adult, but contained movement artifacts and

appeared to include rapid blinking. Results from this data are not included in the previous

results table because no information was recorded in the Pesin thesis about actual locations

and numbers of eye-blinks, and so no benchmark could be created to measure against.

Finally, it must be noted that while blinks are falsely detected within the FIRDA raw

EEG (e.g., Figure 6.2), the falsely detected blinks are not detected within the extracted

source signals, and thus will not result in modifications of the EEG. In other words, the first

half of the blink detection algorithm proved to be faulty when given FIRDA EEG, but the

additional checks performed on the ICA extracted source signals prevent any information

from being removed from the EEG.

6.2 General ICA Performance

Compared to running on the CPU, the GPGPU implementation of Independent Component

Analysis showed an improvement in execution time and a much better relationship between

work and runtime. As seen in Figure 5.1, the GPGPU version of FastICA appears to have

a very slight linear increase in runtime with regard to an exponential growth in observation

data. This is in comparison to the exponential increase in runtime seen by the pure CPU

implementation of FastICA.

On the other hand, both the GPGPU and pure CPU versions of JADE exhibit exponen-

tial growth in runtime as observation variables increase, although the GPGPU implemen-

tation does consistently outperform the CPU version. This difference between FastICA
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and JADE is a result of the cumulant matrices needed by JADE. The amount of mem-

ory required by JADE is O (n4) with respect to the number of observation variables, and

the number of cumulant matrices is O (n2). In JADE, increasing the number of observation

variables results in 4th order exponential growth in the amount of work to be performed (2nd

order growth in the number of matrices to be multiplied within each step of each sweep),

while in FastICA, an increase in observation matrix size results in an exactly matched in-

crease in the size of matrices that are multiplied together.

Looking at the plots in Figures 5.3 and 5.4, it can be seen that a change in observation

matrix size from 25×12500 to 50×25000 results in very little change in the relative amount

of time spent within each kernel in the FastICA computation. This is in contrast to the

changes seen in the JADE computation (Figures 5.5 and 5.6), where an increase in the num-

ber of observation variables results in a change from the cumulant matrix generation kernel

being the most time intensive, to the repeated calls to sgemm main tex hw ta nb be-

ing the most time intensive task. The sgemm main tex hw ta nb function in this case

is the CUBLAS GEMM function used to apply the Jacobi rotation matrix to each cumulant

matrix. This change can be explained by an increase in observation matrix size that results

in only a one-time performance penalty within the cumulant matrix generation kernel, but

results in repeated penalties when performing sweeps of the cumulant matrices, because

the number of matrices grows as O (n2).

Finally, two things must be noted about the JADE implementation. First, no measure-

ments beyond 50 observation variables could be valid because of a hard limit due to the

implementation of the kernel used to generate the cumulant matrices and the maximum

allowable grid size in CUDA. Second, due to time constraints, the plain C implementation

of JADE was not fully optimized—it is not multi-threaded. This should be considered in

comparisons between the plain C code and the C with CUDA code.
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6.3 ICA Performance with EEG

While the previous results about the performance of ICA in general are useful, they do not

necessarily apply to the blink detection and removal problem. Within the algorithm used

for this thesis, the observation matrix was at a fixed size of 25× 5000, and it did not matter

whether the GPGPU implementation showed a speed up eventually—only the 25 × 5000

case mattered. According to Table 5.4, even in the worst case, the GPGPU implementation

still showed a speed up in all ICA configurations tested. Some speedups are relatively

insignificant, e.g., JADE only saw a speedup of 1.07; however, this test was taken on an

unloaded desktop computer. Running any other background task will steal available cycles

from the CPU implementations of ICA, while, on the other hand, the graphics card is

unlikely to suffer from variable load.

As a result of these tests, the goal of this thesis was obtained: a GPGPU implementation

of ICA has been shown to be a reasonable method for achieving real-time performance

within a blink removal algorithm. With these results and to further prove the point that

the developed ICA implementations meet the real-time goal, a program was developed to

continually stream EEG through the eye-blink removal algorithm. This program reads in

EEG stored in the Xltek “EEG Raw Data” format and allows the user to pause the reading

of the EEG so that various configuration parameters can be explored. This program showed

that both the plain C and GPGPU implementations are capable of real-time performance,

and provided the user with the ability to change configuration parameters at runtime. A

screenshot of the program, called EDE, is shown in Figure 6.4.

71



Figure 6.4: Eye-blink Detector and Extractor program. Screenshot of the eye-blink detector and extractor program as it streams
EEG through the eye-blink removal algorithm. The program allows for the user to toggle configuration parameters of the eye-
blink detection and removal algorithm.
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Chapter 7

Conclusions

This thesis had the goal of investigating the viability of GPGPU as a platform on which to

perform eye-blink artifact removal from EEG. Specifically, it was investigated whether it

was possible to process 10 seconds of EEG within 10 seconds. It was found that GPGPU

does provide a decent system for meeting the real-time goal, and code was developed that

met the real-time goal using either only native C or a GPGPU solution.

The use of GPGPU as a workable, real-time solution to the blink artifact removal prob-

lem was demonstrated by using CUDA to implement the ICA portion of the problem on a

GPU. This resulted in notable speedups on large datasets, and marginal speedups on EEG

when compared to a single CPU based desktop computer. A GPGPU solution will show

less variance in run-time compared to a CPU, making its use in a real-time program more

favorable; however, this benefit must be tempered by the amount of time and effort required

to create an efficient GPGPU program. Creating GPGPU programs appears to require that

the implemented algorithm be already developed and finalized due to the amount of time

that must be spent determining an appropriate method of partitioning the problem for the

GPU.

The code provided with this thesis should allow for more rapid development of EEG

processing techniques as well-documented, efficient ICA implementations have been pro-

vided in all of MATLAB/Octave files, plain C files, and C with CUDA files. The provided

code should also be easily reusable, as it was written with generality in mind, and effort was

put into not “hardcoding” any values or assumptions about the data that is being processed.
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While this is good, the code has room for improvement as follows:

1. The JADE GPGPU implementation sets an unnecessary upper bounds on the number

of signals that can be separated.

2. The ICA implementations all require that the number of observation variables matches

the number of source signals. The ICA algorithm does not require this, but it makes

for much simpler processing.

3. The JADE GPGPU implementation makes use of the CUBLAS GEMM function to

perform the left-multiplication of its set of cumulant matrices, when a custom made

kernel would likely be much faster as it could take advantage of the extreme sparse-

ness of the rotation matrix.

4. The JADE native C implementation is not multithreaded, making it likely to be less

than optimally efficient.

5. The M-file blink removal code requires that input data be in the form of a specific

struct datatype. The struct used is overly complex and should be better targeted

towards the blink removal code rather than the file I/O code from which it originates.

7.1 Future Work

• There is currently a need for a more fundamental study of the efficacy of Independent

Component Analysis for artifact removal within this application.

• The blink detection/removal algorithm is still lacking in a quantitative measurement

of its effectiveness—some set of standardized method and data on which to verify

algorithms, analogous to the MIT arrhythmia database for ECG processing, would

be extremely useful, and would contribute greatly to the field by allowing researchers

to compare their algorithms with each other.
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• This work should provide a foundation for the rapid development and research of

EEG artifact removal algorithms that make use of Independent Component Analysis.

Investigations still need to be performed on ICA’s usefulness in removing artifacts

other than the eye-blink, such as the ECG, eye movements other than blinks, and

muscle artifacts.

• This work may prove useful for applications outside of artifact removal from EEG.

For example, the implementation of Independent Component Analysis on a GPU,

and the performance of the FastICA implementation given very large sets of data,

suggest that the developed code may be useful in other fields such as the processing

of medical images, like those created by an MRI.
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Appendix A

Derivation of JADE Angle Formulas

The formulas used within the JADE algorithm (Algorithm 2.2) to compute the Jacobi ro-

tation angles are derived within this appendix. This derivation is based on the explanation

given in Cardoso’s work [5].

In JADE, there is a set of cumulant matrices {M} to diagonalize. For a single Ja-

cobi rotation it is desired to find a matrix, V , such that M ′
r = V TM rV will maximize∑

|m′ii|
2 +

∣∣m′jj∣∣2, i 6= j, over every matrix,M r ∈ {M}, where V is of the form:

V =



1 0 · · · 0

0
. . .

... c · · · −s
... . . . ...

s · · · c
...

. . . 0

0 · · · 0 1


That is, V is an identity matrix except for elements vii, vij , vji, and vjj , where vii = vjj =

cos (θ), vji = −vij = sin (θ), and θ is the angle of the rotation.

In the rest of this derivation, for simplicity of representation, only the iith, ijth, jith,

and jjth elements of the V and {M} matrices are considered, representing the V andM
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matrices, respectively, as:

V =

c −s
s c

 andM =

xm ym

ym zm


where the mii, mij , mji, mjj elements have been replaced with xm, ym, ym, and zm, re-

spectively, to highlight that, M being symmetric, the off-diagonal elements are identical,

while the on-diagonal elements may be different.

Given these conditions, the derivation is as follows:

1. First, notice that:

|xm − zm|2 + |xm + zm|2 =
∣∣x2
m + 2xmzm + z2

m

∣∣+∣∣x2
m − 2xmzm + z2

m

∣∣
= 2

∣∣x2
m + z2

m

∣∣
= 2
(
|xm|2 + |zm|2

)
(A.1)

So, maximizing
∑
|xm|2+|zm|2 is equivalent to maximizing

∑
|xm − zm|2+|xm + zm|2.

2. Next, given that the trace of a matrix is invariant under a unitary transformation,

and since V represents such a transformation, the value |xm + zm|2 is constant, so

maximizing
∑
|xm − zm|2 + |xm + zm|2 is equivalent to maximizing

∑
|xm − zm|2.
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3. Expanding V TMV :

V TMV =

 c s

−s c

xm ym

ym xm

c −s
s c


=

 c s

−s c

xmc+ yms −xms+ ymc

ymc+ zms −yms+ zmc


=

 c2xm + csym + csym + s2zm c2ym − csxm + cszm − s2ym

−s2ym − csxm + cszm + c2ym s2xm − csym − csym + c2zm


(A.2)

This gives, forM ′ = V TMV :

x′m = c2xm + 2csym + s2zm

z′m = s2xm − 2csym + c2zm

(A.3)

And, finally:

x′m − z′m =
(
c2 − s2

)
(xm − zm) + 4csym (A.4)

4. Using the trig identities:

cos (2θ) = cos2 (θ)− sin2 (θ)

sin (2θ) = 2sin (θ) cos (θ)

Equation A.4 becomes:

x′m − z′m =
(
c2 − s2

)
(xm − zm) + 4csym

= cos (2θ) (xm − zm) + 2sin (2θ) ym

(A.5)

5. A suitable choice of θ is necessary to maximize
∑
|xm − zm|2. To find the best

choice, express
∑
|xm − zm|2 as a matrix problem by defining the vector, q, such
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that

q =
(
x′m1 − z′m1 x′m2 − z′m2 · · · x′mn − z′mn

)
so that ∑

|xm − zm|2 = qqT (A.6)

6. Next, define the matrix,G, and the vector, v, such that

G =

xm1 − zm1 xm2 − zm2 · · · xmn − zmn
2ym1 2ym2 · · · 2ymn

T

v =

cos (2θ)

sin (2θ)

 (A.7)

Then, using the value for x′m − z′m given in Equation A.5, we can see that

qT = Gv (A.8)

and, thus:

∑
|xm − zm|2 = qqT

= vTGTGv
(A.9)

7. By choosing v to be the eigenvector of GTG with the largest eigenvalue vTGTGv

is guaranteed to be as large as possible. BecauseGTG is a 2×2 matrix, it is possible

to find its eigenvalues and eigenvectors. This will allow determination of v, and from

v, θ.

8. ExpandingGTG:

GTG =

 ∑
(xm − zm)2 ∑

(xm − zm) (2ym)∑
(xm − zm) (2ym)

∑
4y2

m

 (A.10)
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Let

a =
∑

(xm − zm)2

b =
∑

(xm − zm) (2ym)

d =
∑

4y2
m

(A.11)

then, λ1, the largest eigenvalue ofGTG can be found with the equation:

λ1 =
a+ d+

√
(a− d)2 + 4b2

2
(A.12)

and the corresponding eigenvector can then be found using the equations:

v =

v1

v2

 (A.13)

v1 = cos (2θ) =
λ1 − d√

b2 − (λ1 − d)2
(A.14)

v2 = sin (2θ) =
b√

b2 − (λ1 − d)2
(A.15)

9. To solve for θ use the trig identity tan (·) = sin(·)
cos(·) and Equations A.12, A.14 and A.15

to get:

tan (2θ) =
sin (2θ)

cos (2θ)
=

b√
b2−(λ1−d)2

λ1−d√
b2−(λ1−d)2

=
b

λ1 − d

=
2b

a− d+
√

(a− d)2 + 4b2

(A.16)
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which gives:

θ =
1

2
arctan

 2b

a− d+
√

(a− d)2 + 4b2

 (A.17)

10. Finally, determine θ using Equation A.17 and the values for a, b, and d given by

Equations A.11, and use this θ directly to build the rotation matrix, V , which will

allow the minimization of a pair of off-diagonal elements within all cumulant matri-

ces.
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Appendix B

Code Repository

All code developed for this thesis is provided on a CD with the thesis document.

The code repository is divided into three main directories: c files, m files, and

eeg data. All EEG EDF files are stored within the eeg data directory, all C im-

plementation files (including the CUDA files) are under the c files directory, and all

MATLAB/Octave M files are under the m files directory.

B.1 EEG Data

The eeg data directory contains a large number of single record, 5000 sample long, EDF

files. The file names and directory structure make clear which files contain eye-blinks,

which files are of a normal, healthy adult, and which files are displaying epileptiform ac-

tivity.

B.2 MATLAB/Octave Code

The M-files for this work are meant to be executed from within the m files directory, that

is, when using this work’s M-files, it is expected that the current working directory is

m files. Before running any of the provided code, the runfirst.m script should be

executed to ensure that the environment is properly initialized (i.e., the search path is setup

and a global variable used by the wavelet processing code is initialized).
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The M-files for this thesis were developed and tested within the Octave programming

environment. While Octave and MATLAB are extremely similar in syntax, there are oc-

casional differences, especially in supporting libraries. Because of this, the M-file code

as written is not guaranteed to run within MATLAB. A known problem is the wavelet

libraries. Octave does not provide any wavelet functions, so these functions had to be

developed. During development, effort was put into ensuring that the developed wavelet

functions behave identically to the wavelet functions provided within MATLAB, including

calling syntax.

All wavelet functions and supporting code are contained within the m files/wavelet

directory. The existence of the custom wavelet functions can cause a problem in MATLAB,

so it is advisable to remove from the runfirst.m script the addition of the wavelet di-

rectory to the search path when running with MATLAB is desired.

All provided scripts and functions are well commented and include comment headers

that will display useful information when the help function is used.

B.3 C Source Files

To build the plain C and C with CUDA files, running the make command from within the

c files directory on a computer with the ATLAS and CUDA libraries installed should be

sufficient. If compilation fails during the link stage, the likely problem is that the ATLAS

and/or CUDA libraries could not be found, and the Makefile will need to be modified to

point to the libraries’ correct location.

B.3.1 Compilation Options

There are two macros used by the C source files that affect the compiled code: USE SINGLE,

and ENABLE GPU. The ENABLE GPU macro toggles the compilation of GPGPU support

code. If the ENABLE GPU macro is not defined, then the compiled code will not require

the NVIDIA nvcc compiler and will be able to run on a computer without a CUDA-enabled
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GPU.

The USE SINGLE macro toggles the use of single or double precision floating point

values. If USE SINGLE is not defined, double precision floats are used, and the ENABLE GPU

flag must not be defined, because CUDA does not support double precision. The USE SINGLE

flag exists to allow for the compilation of ICA libraries capable of handling double preci-

sion data.

Unfortunately, the Makefile is not in a state to allow for easy switching of the compila-

tion flags. The Makefile is given in a state that defines both USE SINGLE and ENABLE GPU.

To remove either flag, the Makefile will need to be modified to ensure that it does not at-

tempt to compile the CUDA source files (files with a “.cu” extension).
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Appendix C

Function Documentation

This appendix documents several of the more important functions created during the com-

pletion of this thesis, including most of the custum CUDA kernels. The functions docu-

mented here are C functions–the documentation for equivalent MATLAB/Octave functions

can be found using the help command within Octave. All documentation provided here

is available within the C header files, and a Doxygen configuration file is provided with the

C code to allow for the generation of HTML documentation.

C.1 ica init()

/**

* Name: ica_init

*

* Description:

* Initializes the ICA library, allocating memory and setting up global

* variables needed to run the ICA computation. This function should be called

* before any other ICA function, and whenever the values in the ICAParams

* struct change.

*

* This function takes in a pointer to an ICAParams struct containing some

* configuration parameters for the function. If this function is not called,

* the listed default values are used when the ica() function is first called.

* The parameters, their purpose, and their default value are listed in the

* following table:

*

* property | default | description

89



* --------------+-------------+-----------------------------------------------

* implem | ICA_FASTICA | Which ICA implementation to use. If one of the

* | | JADE implementations is specified, the

* | | ‘epsilon’, ‘contrast’, and ‘max_iter’

* | | parameters are unused.

* --------------+-------------+-----------------------------------------------

* epsilon | 0.0001 | Convergence criteria. An iterative process is

* | | used to find the unmixing matrix, and this

* | | number defines how small a change must be in

* | | the calculated matrix before it is called

* | | ’converged’.

* | |

* | | Convergence means that the cosine of the angle

* | | between the previous unmixing vectors and the

* | | current vectors is within ’epsilon’ of +/- 1.

* --------------+-------------+-----------------------------------------------

* contrast | NONLIN_TANH | The contrast/learning rule that is used to

* | | find the mixing matrix. Valid values that use

* | | negentropy estimation through a nonlinear

* | | function are:

* | | NONLIN_TANH using g(y) = tanh( y )

* | | NONLIN_CUBE using g(y) = yˆ3

* | | NONLIN_GAUSS using g(y) = y * exp(-yˆ2 / 2)

* --------------+-------------+-----------------------------------------------

* max_iter | 1000 | The maximum number of iterations to perform

* | | before giving up on achieving convergence.

* --------------+-------------+-----------------------------------------------

* num_var | rows | The number of variables to extract. This

* | | defaults to the number of rows in the

* | | observation matrix, which is currently the

* | | only valid value for this parameter.

* --------------+-------------+-----------------------------------------------

* num_obs | columns | The number of observations in the observation

* | | matrix. This defaults to the number of columns

* | | in the matrix, which is currently the only

* | | valid value for this parameter.

* --------------+-------------+-----------------------------------------------

* gpu_device | 0 | Which GPU device to use. This only matters if

* | | one of the GPU implementations was specified.

* | | This value is passed to the cudaSetDevice()

* | | function to set the device on which

* | | calculations are performed. The chosen device

* | | should be different from the device supporting
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* | | a display.

* --------------+-------------+-----------------------------------------------

*

*

* Parameters:

* @param params configuration parameters for the ICA algorithm

*

* Returns:

* @return int zero if there was a problem, nonzero otherwise

*/

int ica_init( ICAParams const *params );

C.2 ica()

/**

* Name: ica

*

* Description:

* Performs independent component analysis on the given observations X. Each

* row of X is assumed to be an observation vector. In other words, each row

* is a random variable and each column is an observation of that variable.

*

* Four values are returned by this function:

* W - the inverse mixing matrix (i.e., unmixing matrix)

* A - the mixing matrix

* S - the calculated source signals (zero-mean)

* mu_S - the calculated source signal means

*

* This function works by assuming that the observations, X, are a linear

* combination of some unknown source signals, S, represented by the equation:

*

* X = A * S

*

* The goal of this function is to find the transform, W, that will yield:

*

* W * X = S

*

* Thus, W = Aˆ-1

*

* To make finding W easier, X is first transformed into a zero-mean set of

* observations, resulting in a new matrix, represented by:

* _ _
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* X + mu_X = A * (S + mu_S)

* _ _

* Where X and S are both zero mean. We can then ignore both mu_X and mu_S

* until we have calculated W, at which point it is simple to add them back in.

* _

* The S matrix returned by this function is actually the S matrix reference

* above. The original observations, X, may be reconstructed by calculating:

* _

* X = A * (S + mu_S)

*

* Parameters:

* @param W OUTPUT where the resulting W matrix will be stored

* @param A OUTPUT where the resulting A matrix will be stored

* @param S OUTPUT where the resulting S matrix will be stored

* @param mu_S OUTPUT where the resulting mu_S vector will be stored

* @param X INPUT the observation matrix

*

* Returns:

* @return unsigned int how many iterations/sweeps the algorithm took

*/

unsigned int ica( Matrix *W, Matrix *A, Matrix *S, NUMTYPE *mu_S,

Matrix const *X );

C.3 blinkRemove()

/**

* Name: blinkRemove

*

* Description:

* Removes eyeblink artifacts from an EEG recording given as an observation

* matrix. Each row of the observation matrix should represent a different

* EEG sensor (e.g., the ’FP1’ sensor, the ’F4’ sensor), each column should

* represent an observation of the sensors.

*

* The ‘channels’ parameter must be an array containing the channels to use for

* blink detection. The recommended channels to use are ’FP1 - F3’, ’FP1 - F7’,

* ’FP2 - F4’, and ’FP2 - F8’, but the only requirement is that at least one

* channel must be given.

*

* The ‘channels’ parameter is passed to the blinkDetect() function, so its

* storage must match that expected by blinkDetect() (i.e., ‘channels’ must be

* stored in row-major order).
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*

* The ‘keep’ list specifies which channels in the observation EEG to leave

* unmodified. This can be used, for example, to prevent the obliteration of

* blinks from the EOG.

*

* Parameters:

* @param mat_R where to store the results

* @param mat_X the observation matrix

* @param channels the channels to use for blink detection

* @param num_channels the number of channels

* @param keep which channels to keep

* @param num_keep the length of the ‘keep’ array

* @param ica_params parameters to use for ICA

* @param b_params blink detection parameters

*

* Returns:

* @return int the number of blinks removed

*/

int blinkRemove( Matrix *mat_R, const Matrix *mat_X,

const NUMTYPE *channels, int num_channels,

const int *keep, int num_keep,

ICAParams *ica_params, const BlinkParams *b_params );

C.4 wavedec()

/**

* Name: wavedec

*

* Description:

* This function is meant to perform similar to MATLAB’s wavedec() function.

*

* This function performs a one-dimensional deconstruction of the given signal

* vector using the specified wavelet. The coefficient vectors for each level

* of the deconstruction are stored in the given coefs output vector, while

* the length of each coefficient vector is returned in the length output

* vector.

*

* For example, if C is the output coefficient vector and L is the output length

* vector, then, for a three level deconstruction, the resulting C and L vectors

* would look like:

*

* +-----+-----+---------+-----------------+
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* C -> | cA3 | cD3 | cD2 | cD1 |

* +-----+-----+---------+-----------------+

*

* L -> [ length(cA3), length(cD3), length(cD2), length(cD1) ]

*

* Where cDx represent detail coefficients at level x, and cAy represents

* approximation coefficients at level y.

*

* PRE:

* The output vectors are assumed to have the required amount of space available

* for writing to. To ensure this, it is recommended to call the

* wavedecMaxLevel() and wavedecResultLength() functions to find the required

* lengths of the vectors before using this function.

*

* The ’lengths’ vector must be at least ’level + 1’ elements long.

*

* Parameters:

* @param coefs OUTPUT where to store the resulting coefficients

* @param lengths OUTPUT where to store the lengths of the coef. vectors

* @param signal INPUT the input signal vector

* @param len_signal INPUT the length of the signal vector

* @param wavelet INPUT which wavelet to use to deconstruct the signal

* @param level INPUT the deconstruction level to shoot for

*/

void wavedec( NUMTYPE *coefs, unsigned int *lengths,

NUMTYPE const *signal, unsigned int len_signal,

Wavelet wavelet, unsigned int level );

C.5 wrcoef()

/**

* Name: wrcoef

*

* Description:

* This function is meant to perform similar to MATLAB’s wrcoef() function.

*

* This function reconstructs the coefficients from a single branch of a one-

* dimensional wavelet deconstruction given by the input ’coefs’ and ’lengths’

* vectors. The input ’coefs’ and ’lengths’ should be the same format as those

* created by the wavedec() function.

*

* The type parameter defines whether to reconstruct detail or approximation
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* coefficients, and the level parameter specifies which level to reconstruct.

*

* If an approximation reconstruction is used, then the level parameter may

* equal zero, in which case the original signal is reconstructed. The level

* parameter must always satisfy:

* level <= len_lengths - 1

*

* PRE:

* The level parameter must be less than the length of the ’lengths’ parameter

* and must be greater than zero, unless an approximation reconstruction is

* desired, in which case, the level parameter must be greater than or equal to

* zero.

*

* The ’result’ output is assumed to have the required amount of space available

* for writing to. The length of the result vector must be at least the size of

* the original signal vector.

*

* Parameters:

* @param result OUTPUT where to store the resulting signal

* @param coefs INPUT where to find the coefficient vectors

* @param lengths INPUT where to find the coefficient vector lengths

* @param len_lengths INPUT the length of the ’lengths’ vector

* @param type INPUT which type of coefficients to reconstruct

* @param wavelet INPUT which wavelet to use

* @param level INPUT which level of coefficients to reconstruct

*/

void wrcoef( NUMTYPE *result,

NUMTYPE const *coefs, unsigned int const *lengths,

unsigned int len_lengths, ReconType type, Wavelet wavelet,

unsigned int level );

C.6 CUDA kernel: fica sumAbs()

/**

* Name: fica_sumAbs

*

* Description:

* Sums the absolute value of each element of the given matrix. This function

* is very much not optimized, but it is assumed that this will not be a

* bottleneck since this function should only be used on relatively small sets

* of data.

*
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* PRE:

* This kernel assumes the given matrix is square and that one block has been

* given for the entire matrix, with one thread per row. It is also assumed that

* there are at least 8 rows in the matrix.

*

* Parameters:

* @param d_sum where to store the sum

* @param d_X the matrix to process

*/

void __global__ fica_sumAbs( float *d_sum, float *d_X );

C.7 CUDA kernel: fica tanh()

/**

* Name: fica_tanh

*

* Description:

* Kernel for finding the tanh(.) of each element of a matrix. Assumes that

* each block operates on an entire column of the matrix at a time.

*

* POST:

* The values in the given matrix are overwritten with their tanh(.) values.

*

* Parameters:

* @param d_ws location of the matrix on which to operate

* @param ld the ’leading dimension’ of the matrix

*/

void __global__ fica_tanh( float *d_ws, int ld );

C.8 CUDA kernel: fica tanhDer()

/**

* Name: fica_tanhDer

*

* Description:

* Kernel for the gpu_negent_tanh function. Performs the following on the given

* matrix, WS (in MATLAB syntax):

*

* WS = 1 - WS.ˆ2;

* WS(:,1) = sum(WS’)’;

*
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* There is assumed to be one block per row of the given matrix. The function

* name is based on the idea that WS holds the tanh(.) of values, which means

* that (1 - WS.ˆ2) will be the tanh’(.) (derivative of tanh()) of those values.

*

* PRE:

* It is assumed that the given matrix is stored in column-major order, that

* the number of columns in the matrix is a multiple of 256, and that there is

* only one block of threads per row of the matrix.

*

* POST:

* The first column of the given matrix is overwritten with the result of the

* above calculation.

*

* Parameters:

* @param d_ws location of the matrix on which to operate

* @param ld the ’leading dimension’ of the given matrix

* @param n_cols the number of columns of the given matrix

*/

void __global__ fica_tanhDer(float *d_ws, unsigned int ld, unsigned int n_cols);

C.9 CUDA kernel: fica cubeRule()

/**

* Name: fica_cubeRule

*

* Description:

* Kernel for the gpu_negent_cube function. Performs the following on the given

* matrix, WS (in MATLAB syntax):

*

* d_wsum = sum( (3.0 * WS .ˆ 2)’ );

* WS = WS .ˆ 3;

*

* There is assumed to be one block per row of the given matrix, and 256 threads

* per block.

*

* PRE:

* It is assumed that the given matrix is stored in column-major format, that

* the number of columns is a multiple of 256, and that there is only one block

* of threads per row of the matrix.

*

* Parameters:

* @param d_wsum where to store the sum value mentioned above
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* @param d_ws the location of the ’WS’ matrix mentioned above

* @param ld the ’leading dimension’ of the given matrix

* @param n_cols the number of columns in the given matrix

*/

void __global__ fica_cubeRule( float *d_wsum, float *d_ws,

unsigned int ld, unsigned int n_cols );

C.10 CUDA kernel: fica gaussRule()

/**

* Name: fica_gaussRule

*

* Description:

* Kernel for the gpu_negent_gauss function. Performs the following on the given

* matrix, WS (in MATLAB syntax):

*

* d_wsum = sum( ((1.0 - WS.ˆ2) .* exp( -(WS.ˆ2) / 2 ))’ );

* WS = WS .* exp( -(WS.ˆ2) / 2);

*

* There is assumed to be one block per row of the given matrix, and 256 threads

* per block.

*

* PRE:

* It is assumed that the given matrix is stored in column-major format, that

* the number of columns is a multiple of 256, and that there is only one block

* of threads per row of the matrix.

*

* Parameters:

* @param d_wsum where to store the sum value mentioned above

* @param d_ws the location of the ’WS’ matrix mentioned above

* @param ld the ’leading dimension’ of the given matrix

* @param n_cols the number of columns in the given matrix

*/

void __global__ fica_gaussRule( float *d_wsum, float *d_ws,

unsigned int ld, unsigned int n_cols );

C.11 CUDA kernel: fica wnext()

/**

* Name: fica_wnext

*
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* Description:

* Kernel for the negent functions. Performs the following on the given W, WX,

* and SUMS matrices (in MATLAB syntax):

*

* for i = 1:size(W,1)

* W(i,:) = (WX(i,:) - sums(i) * W(i,:)) / n_cols;

* end

*

* There is assumed to be one thread per element of the W matrix. No assumption

* is made about the number of threads per block or the grid size.

*

* PRE:

* The WX and W matrices are assumed to be identical in size and to have the

* same leading dimension.

*

* POST:

* The W matrix is overwritten according to the above equation.

*

* Parameters:

* @param d_w location of the W matrix

* @param d_wx location of the WX matrix

* @param d_sums location of the SUMS array/matrix

* @param ld the ’leading dimension’ of the W matrix

* @param n_cols the number of columns in the observation matrix

*/

void __global__ fica_wnext( float *d_w, float *d_wx, float *d_sums,

unsigned int ld, unsigned int n_cols );

C.12 CUDA kernel: jade genCumulants()

/**

* Name: jade_genCumulants

*

* Description:

* Generates the cumulant matrices for a given set of observation vectors,

* stored in the matrix ’X’. Each column of X should be a random variable, each

* row of X should be an observation of those random variables.

*

* The resulting cumulant matrices are stored in the matrix ’Q’. If X is a

* T x n matrix, the Q matrix must have space for n*n*n*(n+1)/2 floating point

* elements. Each consecutive grouping of n*n elements in the Q matrix

* represents a single cumulant matrix.
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*

* CUDA dimensions:

* if d_X is an T x n matrix:

* grid_size = dim3( n, n*n*(n+1)/2, 1 )

* block_size = dim3( 256 )

*

* PRE:

* The given ’X’ matrix is assumed to be a set of whitened variables, i.e., each

* variable is expected to be zero-mean and have a variance of one.

*

* The number of rows occupied by X must be a multiple of 256. If fewer

* observations than that exist, these rows may be made zero without affecting

* calculations, and the n_obs parameter should reflect the number of valid

* observations (i.e. should not include the zero-padding rows).

*

* Parameters:

* @param d_Q where to store the cumulant matrices

* @param d_X where to find the observation variables

* @param q_ld the leading dimension of the cumulant matrices

* @param x_ld the leading dimension of the observation matrix

* @param n_obs the number of observations in the X matrix

* @param num_cm the number of cumulant matrices to generate

*/

void __global__ jade_genCumulants( NUMTYPE *d_Q, NUMTYPE const *d_X,

unsigned int q_ld, unsigned int x_ld,

unsigned int n_obs, unsigned int num_cm );

C.13 CUDA kernel: jade anglesStepOne()

/**

* Name: jade_anglesStepOne

*

* Description:

* Step one in the generation of a rotation matrix. To find the angle value

* to minimize elements (p,q) and (q,p), we must first find:

* (1) ((p,p) - (q,q)) * ((p,p) - (q,q))

* (2) ((p,p) - (q,q)) * ((p,q) + (q,p))

* (3) ((p,q) + (q,p)) * ((p,q) + (q,p))

* for every cumulant matrix. This kernel finds those three values for every

* cumulant matrix, and every pair (p,q), where valid pairs are determined

* based on the sequence number, ‘seq’.

*
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* The cumulant matrices pointer should point to a set of cumulant matrices as

* generated by the jade_genCumulants() kernel.

*

* The calculated values will be stored in the ‘d_vals’ memory, where the first

* ((num_var/2) * num_cm)

* values, where

* num_cm = (num_var * (num_var + 1)) / 2

* will be the set of (1) values referenced above, the next set of values will

* be the (2) values, and the final set will be the (3) values.

*

* Values are grouped such that the first (num_var/2) values are for the first

* cumulant matrix, the next set of (num_var/2) values are for the second

* cumulant matrix, and so on.

*

* CUDA dimensions:

* Given a set of cumulant matrices based on observations of ‘n’ variables:

* grid_size = dim3( (n*(n+1)) / 2 )

* block_size = dim3( n / 2 )

*

* Parameters:

* @param d_vals where to store the generated values

* @param d_Q where to find the cumulant matrices

* @param q_ld the leading dimension of the cumulant matrices

* @param seq the sequence number

* @param num_var how many variables are in the cumulant matrices

*/

void __global__ jade_anglesStepOne( NUMTYPE *d_vals, NUMTYPE const *d_Q,

unsigned int q_ld,

unsigned int seq, unsigned int num_var );

C.14 CUDA kernel: jade anglesStepTwo()

/**

* Name: jade_anglesStepTwo

*

* Description:

* Step two in the generation of a rotation matrix. To find the angle value

* to minimize elements (p,q) and (q,p), we must now find the sum of the

* values calculated in step one, and then perform a little more manipulation

* to get the numbers we’re looking for. That’s what this kernel does.

*

* When complete, this kernel will have finished the generation of a rotation
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* matrix. The generated rotation matrix, ‘V’, should be used as in the

* following equation to minimize a set of off diagonal elements in the set

* of cumulant matrices:

*

* Q_next = V’ * Q * V;

*

* Note the transpose operator. This kernel creates the rotation matrix so that

* it is ready to be right-multipled with the cumulant matrices.

*

* The ‘d_vals’ parameter should be as returned by the jade_anglesStepOne()

* kernel.

*

* CUDA dimensions:

* Given a set of values based on observations of ‘n’ variables:

* grid_size = dim3( 1 )

* block_size = dim3( 3 * (n / 2) )

* @sh_mem = sizeof(NUMTYPE) * 3 * (n/2)

*

* Parameters:

* @param d_rot where to store the generated rotation matrix

* @param d_vals where to find the values used to generate the matrix

* @param rot_ld the leading dimension of the rotation matrix

* @param seq the sequence number

* @param num_var how many variables are in the original observations

*/

void __global__ jade_anglesStepTwo( NUMTYPE *d_rot, NUMTYPE *d_vals,

unsigned int rot_ld,

unsigned int seq, unsigned int num_var );

C.15 CUDA kernel: jade rightRot()

/**

* Name: jade_rightRot

*

* Description:

* Right multiples the set of cumulant matrices by the given rotation matrix.

*

* The rotation will be performed inplace--the given set of cumulant matrices

* will be modified.

*

* The sequence parameter should be the same value given to the jade_angles*

* functions that generated the rotation matrix.
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*

* CUDA dimensions:

* grid_size = dim3( (num_var - (num_var + 1) / 2 - 1) *

* (num_var * (num_var + 1)) / 2, 0, 0 )

* block_size = dim3( num_var * 2, 0, 0 )

* sh_mem = sizeof(NUMTYPE) * num_var * 2

*

* Parameters:

* @param d_Q where to find the cumulant matrices

* @param d_rot where to find the rotation matrix

* @param rot_ld the leading dimension of the rotation matrix

* @param q_ld the leading dimension of the cumulant matrix

* @param sequence the sequence number defining which elements to minimize

* @param num_var how many variables are in the cumulant matrices

*/

void __global__ jade_rightRot( NUMTYPE *d_Q, NUMTYPE *d_rot,

unsigned int rot_ld, unsigned int q_ld,

unsigned int sequence, unsigned int num_var );

C.16 CUDA kernel: jade getPQ()

/**

* Name: jade_getPQ

*

* Description:

* Given a sequence number, this function returns the (p,q) element indexs that

* should be minimized by a given block.

*

* This computation is based the following paper:

* Title = {On Jacobi and Jacobi-Like Algorithms for a Parallel Computer},

* Author = {Sameh, Ahmed H.},

* Copyright = {Copyright {\copyright} 1971 American Mathematical Society},

* Journal = {Mathematics of Computation}

*

* ‘p’ is guaranteed to be less than ‘q’.

*

* Parameters:

* @param p where to store the p (row) index

* @param q where to store the q (column) index

* @param sequence the sequence number used to determine p and q

* @param pair which (p,q) pair in the sequence to get

* @param num_var the number of rows in the matrix we’re working on
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*/

void __device__ jade_getPQ( unsigned int *p, unsigned int *q,

unsigned int sequence, unsigned int pair,

unsigned int num_var );
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