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Abstract—In the increasingly connected world, cyber-physical systems (CPS) have been quickly adapted in many application domains, such as smart grids or healthcare. There will be more and more highly sensitive data important to the users being collected and processed in the cloud computing environments. Homomorphic Encryption (HE) offers a potential solution to safeguard privacy through cryptographic means while allowing the service providers to perform computations on the encrypted data. Throughout the process, only authorized users have access to the unencrypted data. In this paper, we provide an overview of three recent HE schemes, analyze the new optimization techniques, conduct performance evaluation, and share lessons learnt from the process of implementing these schemes. Our experiments indicate that the YASHE scheme outperforms the other two schemes we studied. The findings of this study can help others to identify a suitable HE scheme for developing solutions to safeguard private data generated or consumed by CPS.

I. INTRODUCTION

The rise of ubiquitous connectivity, Internet of Things (IoT), cloud computing and big data analytics have boosted the rapid growth of CPS. In this increasingly connected world, everyday IoT objects collect and analyze vast amounts of information about us in order to tailor their services to better suit our needs and intentions. While the advantage of this new computing era is prominent, it poses serious privacy concerns due to the sensitivity of the data being collected, and how and where this data is processed [1], [2]. In typical CPS systems, private data is transmitted and processed in a cloud computing environment. This means our private data is vulnerable to various attacks and security breaches [3], which are quite common.

Classical cryptography techniques, such as public-key cryptography systems or the AES (Advanced Encryption Standard), are commonly used for protecting this sensitive data in network transmission and cloud storage. Data encrypted under these classical methods cannot be processed further without decryption. This limits the potential benefit of aggregating crowd-sourced data to derive critical information, for example, dynamic power distribution based on demands [4]. Recent advances in Homomorphic Encryption (HE) [5] may provide a solution to this problem. HE is a cryptographic technique that preserves privacy through encryption while supporting computations over encrypted data. In a nutshell, for messages \( m \) and \( m' \) we want the following properties to hold for encryption using a key \( k \):

\[
\text{Enc}(m, k) + \text{Enc}(m', k) = \text{Enc}(m + m', k),
\]

\[
\text{Enc}(m, k) \times \text{Enc}(m', k) = \text{Enc}(m \times m', k),
\]

where applying addition + and multiplication \( \times \) to ciphertexts has the same effect as applying these operations to plaintexts and then encrypting the results. Since all functions can be broken down into these basic operations, we could theoretically construct Fully Homomorphic Encryption (FHE) schemes that perform arbitrary computations on encrypted data. The state of the art FHE schemes are mostly constrained by performance issues and large ciphertext size [6]. Hence, we focus our discussion on SomeWhat Homomorphic Encryption (SWHE) schemes, which support computations on encrypted data up to certain number of multiplications. In recent years, a number of SWHE schemes were proposed [7]. In this paper, we share our experiences and lessons learnt from prototyping three recent HE schemes: NLV [8], FV [9] and YASHE [10]. They are based on the same theoretical construction and share important features such as key switching [11], [12]. We develop an evaluation framework that allows us to conduct experiments using the same set of parameters as described in [8]. The evaluation focuses on the performance of homomorphic primitives provided by these three schemes.

Our work is motivated by the lack of appropriate approaches to perform secure computations in the cloud computing environments. Using those homomorphic primitives, such as addition and multiplication, one can develop applications in other domains, including secure information aggregation for smart grids [4], or secure friend finding in social networks [13].

The remainder of this paper is organized as follows. Section II gives a brief overview of homomorphic encryption schemes. We present a performance evaluation of the proposed solutions in Section III. Section IV provides an overview of related work on HE and its applications. Section V concludes the paper and discusses possible future work.

II. OVERVIEW OF HOMOMORPHIC ENCRYPTION SCHEMES

In this section, we discuss three recent SWHE schemes. They base security on the same mathematical hardness and share common feature to control the noise growth after every homomorphic operation. From the original theoretical construction BV [11], [12] to the first implementation NLV [8]...
based on BV, and to FV [9] and YASHE [10], we will provide an overview of these schemes.

A. Notation

The most important structure is the ring \( R \). Given a positive integer \( d \), we define \( R = \mathbb{Z}[x]/(\Phi_d(x)) \) as the ring of polynomials with integer coefficients modulo the \( d \)-th cyclotomic polynomial \( \Phi_d(x) = x^d + 1 \) when \( d \) is a power of 2. For clarity, we fix on this cyclotomic polynomial and denote as \( \Phi(x) \) throughout our discussions. An element in this ring is a polynomial of the form \( v_0 + v_1 x + \ldots + v_{n-1} x^{n-1} \) where each coefficient \( v_i \) is an integer. In order to distinguish between plaintexts and ciphertexts, we use \( R \) as the underlying ring structure to define two finite rings: the plaintext space is defined as \( R_t = \mathbb{Z}_t[x]/(\Phi(x)) \), where \( \mathbb{Z}_t \) are integers modulo \( t \), and the ciphertext space is \( R_q = \mathbb{Z}_q[x]/(\Phi(x)) \), where \( q \) is a prime and \( t \) is much smaller than \( q \). The messages are encoded as coefficients of polynomials that live in \( R_t \) which are of the form \( v_0 + v_1 x + \ldots + v_{n-1} x^{n-1} \) where \( v_i \in \mathbb{Z}_t \). For example, if \( t = 2 \), then the message is in binary format, say if \( n = 1011 \) then the polynomial form of \( m \) is \( x^3 + x^2 + 1 \). We can similarly describe the ciphertexts to be elements of the form \( v_0 + v_1 x + \ldots + v_{n-1} x^{n-1} \) where \( v_i \in \mathbb{Z}_q \) for \( 0 \leq i < n \). We also define a Gaussian distribution \( \chi \) on \( R \) which we choose to introduce noise (error term) into the ciphertexts. For the error term, which is in the form of a polynomial, we sample its coefficients from \( \chi \) independently for each coefficient. Note that the error term should be small, hence we use a Gaussian distribution that is centered at zero and has a small standard deviation. Finally, we represent modulo operations, such as \((v \mod t)\) as \([v]_t\).

B. Ring-Learning with Error (Ring-LWE)

Cryptographic schemes typically base their security on some kind of mathematical hardness problems, like approximate greatest common divisor (GCD) [14], [15] and LWE [16]. The SWHE schemes that we are dealing with are based on the assumption that the Ring-LWE problem is as hard as certain lattice problems [16], [17]. The Ring-LWE assumption is stated as follows:

If we uniformly sample \( s \) and \( a_i \) from a ring \( R_q = \mathbb{Z}_q[x]/(\Phi(x)) \) and \( e_i \) from a Gaussian distribution \( \chi \), such that \( b_i = a_i s + e_i \) for \( i \in \mathbb{N} \), then \( b_i \) is computationally indistinguishable from elements that are uniformly sampled from \( R_q \). In layman terms we hide secret element \( s \) covering it with normal distribution of elements in \( R_q \).

C. Recent SWHE schemes

In this paper, we review three recent SWHE schemes: NLV [8], FV [9] and YASHE [10]. We prototype these schemes to construct HE primitives for performing homomorphic proximity computations. For each of these schemes we explain the three main cryptographic components: key generation, encryption and decryption. In addition, we describe how homomorphic operations are achieved in these schemes. Note that we focus on the asymmetric scheme, hence we need a secret key \( SK \) and the corresponding public key \( PK \).

1) NLV scheme: The NLV scheme [8], proposed by Naehrig, Lauter and Vaikuntanathan, is one of the constructions based on the BV SWHE scheme [11], [12]. It is a straightforward construction as many operations are based on the Ring-LWE assumption we have discussed.

a) Key Generation: For a secret key \( SK = s \), we sample its coefficients from a Gaussian distribution \( \chi \), denoted by \( s \leftarrow \chi \). A random element \( a_1 \in R_q \) and an error \( e \leftarrow \chi \).

This way we only need to keep a relatively small private key. To improve security, \( \chi \) is different from \( \chi \) in mean and/or standard deviation. We set the public key to be \( PK = (a_0, a_1) \), where \( a_0 = -(a_1 s + t) e \) and \( t \) is the modulus of the plaintext space. Note that \( s, a_0, a_1 \) and \( e \) are all elements of ring \( R_q \).

b) Encryption: Given a plaintext \( m \in R_t = \mathbb{Z}_t[x]/(\Phi(x)) \) and a public key \( PK = (a_0, a_1) \), we construct an encryption function \( Enc(m, PK) = (c_0, c_1) = (a_0 e_1 + t e_2 + m, a_1 e_1 + t e_3) \in (R_q)^2 \), where \( e_1, e_2, e_3 \) are noises sampled independently from the Gaussian distribution \( \chi \).

c) Decryption: While any fresh encryption will produce a ciphertext with two components \( C = (c_0, c_1) \in (R_q)^2 \), homomorphic multiplication (described below) will increase the number of elements in the ciphertext beyond two. Hence, we represent the ciphertext as \( C = (c_0, \ldots, c_k) \in (R_q)^{k+1} \). The decryption function is defined as \( Dec(C, SK) = \tilde{m} = \sum_{i=0}^{k} c_i s^i \in R_q \).

To understand its correctness, we show the following proof for a ciphertext with two elements \( C = (c_0, c_1) \):

\[
\sum_{i=0}^{1} c_i s^i = (a_0 e_1 + t e_2 + m) + (a_1 e_1 + t e_3)s = -a_1 e_1 s - te_1 e + te_2 + m + a_1 e_1 s + te_3 s = t(-e_1 e + e_2 + e_3 s) + m.
\]

The coefficients of the resulting expression must be converted from \([0, q]\) to \([-q/2, q/2]\) in order to properly represent the error terms, since they are drawn from Gaussian distribution \( \chi \). We should then be able to decrypt the plaintext \( m \) from \([\tilde{m}]_t \), given that the noise terms are small.

d) Homomorphic Operations: Given two ciphertexts \( C = (c_0, \ldots, c_k) \) and \( C' = (c'_0, \ldots, c'_n) \), the homomorphic addition is a straightforward component-wise addition.

\[ C + C' = (c_0 + c'_0, \ldots, c_k + c'_k) \in (R_q)^{max(k, n)+1}, \]

where we might need to pad the ciphertexts by \( 0 \)'s in order to match the length of the longer ciphertext.

Homomorphic multiplication is more difficult, because of the growth of elements,

\[ C * C' = (\hat{c}_0, \ldots, \hat{c}_{k+n}), \]

where \( \hat{c}_i \) are appropriate convolutions defined in [11], [12]. In a nutshell, homomorphic multiplication introduces terms with \( s^i \), for \( i > 1 \). Take the case of multiplying two ciphertexts of length two: \( C = (c_0, c_1) \) and \( C' = (c'_0, c'_1) \). We want \( C * C' = mm' + te_{\text{mult}} \) so that we get back \( mm' (\mod t) \) where \( m \) and \( m' \) are the corresponding messages, and
Working backwards, since we know that \(m = c_0 + c_1 s\) and \(m' = c_0' + c_1' s\), we have:

\[
m m' + t e_{\text{mult}} = (c_0 + c_1 s)(c_0' + c_1' s) = c_0 c_0' + (c_0 c_1' + c_1 c_0') s + c_1 c_1' s^2.
\]

Thus we have \(C \cdot C' = (\hat{c}_0, \hat{c}_1, \hat{c}_2) = c_0 c_0' + (c_0 c_1' + c_1 c_0') s + c_1 c_1' s^2\), where \(\hat{c}_0 = c_0 c_0', \hat{c}_1 = c_0 c_1' + c_1 c_0'\) and \(\hat{c}_2 = c_1 c_1'\). A new term with \(s^2\) is introduced. There is a technique, called “relinearization”, to reduce the number of ciphertext terms. To reduce this three-element ciphertext back to a two-element ciphertext, we construct a set of ciphertext terms. To reduce this three-element ciphertext by a factor approximate to \(2\) is introduced. There is a technique, called “relinearization”, to reduce the number of ciphertext terms. To reduce this three-element ciphertext back to a two-element ciphertext; so that, the ciphertext is decryptable by the original secret key \(s\). Interested readers can find more information in [8].

2) FV scheme: Based on the NLV construction, Fan and Vercauteren [9] proposed the FV scheme with scale invariance \(\Delta = [q/t]i\) to control the noise growth after every homomorphic multiplication. Since we have \(q = \Delta \cdot t + [q/t]i\), we remark that \(q\) and \(t\) do not have to be prime, nor that \(t\) and \(q\) are coprime.

a) Key Generation: The key generation is almost the same as in the NLV scheme. We generate a secret key \(SK = s \leftarrow \chi_k\). For a random element \(a_1 \in R_q\) and an error \(e \leftarrow \chi_e\), we set the public key to be \(PK = (a_0, a_1)\), where \(a_0 = [-a_1 \cdot s + e]_{q}\).

b) Encryption: The encryption is also similar to the NLV scheme. Given a plaintext \(m \in R_q\) and a public key \(PK = (a_0, a_1)\), we construct an encryption function \(\text{Enc}(PK, m) = (c_0, c_1) = (a_0 \cdot e_1 + e_2 + \Delta \cdot m, a_1 \cdot e_1 + e_3) \in (R_q)^2\), where \(e_i\), \(i = 1, 2, 3\) are noises sampled independently from the Gaussian distribution \(\chi_e\). It should be noted that \(\Delta\) is only applied to message \(m\).

c) Decryption: The decryption function is defined as \(\text{Dec}(C, SK) = \hat{m} = \left[\frac{1}{t/q} \cdot \sum_{i=0}^{t/q}[c_i s^i]_{q}\right] t\) for ciphertext \(C = (c_0, \ldots, c_t) \in (R_q)^{t+1}\). Here, we reduce all noise terms by a factor approximate to \([t/q]\), which is the inverse of \(\Delta\). This scaling down will not have effect on message \(m\) since we scale it up by \(\Delta\) in encryption.

d) Homomorphic Operations: The homomorphic addition and multiplication are the same as in the NLV scheme. The same relinearization technique is used in FV to make ciphertext decryptable by the original secret key \(s\). The only difference is that each resulting ciphertext component is multiplied by \([t/q]\) after each homomorphic operation to scale down the noise. Interested readers can find more information in [9].

3) YASHE: In [18], Stehlé and Steinfeld modified NTRU-Encrypt scheme to reduce security to standard problem in ideal lattices. López-Alt, Tromer and Vaikuntanathan constructed a Fully HE scheme based on this modified system [19], however a non-standard assumption is required to allow homomorphic operations and prove security. Bos et al. [10] proposed YASHE (Yet Another Somewhat Homomorphic Encryption) scheme in which this non-standard assumption is removed via a tensoring technique introduced by Brakerski [20]. YASHE is a new Fully HE scheme based on standard lattice assumption and a circular security assumption.

a) Key Generation: In YASHE, the key generation is based on NTRU system. The noise elements \(f'\) and \(g\) are sampled from \(\chi_k\), we find \(f = [t f' + 1]_q\) such that \(f\) is invertible modulo \(q\). If we find a \(f\) satisfied by \(f'\), we define \(SK = f\), and we then define \(PK = h = [tg f^{-1}]_q\).

b) Encryption: Given a plaintext \(m \in R_q\), sample \(e_1, e_2\) from \(\chi_e\). The corresponding ciphertext is given by

\[
\text{Enc}(PK, m) = C = [\Delta |m|_t + e_1 + he_2]_q
\]

c) Decryption: Given a ciphertext \(C \in R_q\), we decrypt by computing \(\text{Dec}(C, SK) = \hat{m} = \left[\frac{1}{t/q} \cdot [fe_1]_{q}\right] \in R_q\).

d) Homomorphic Operations: The homomorphic operations are very straightforward in YASHE since the encryption will produce one ciphertext component as a result of the NTRU key generation. However, multiplying two ciphertexts still results in a quadratic expression. A technique, called key switching (similar to relinearization) is applied after each homomorphic multiplication to make the ciphertext decryptable by the secret key \(f\). The evaluation key in YASHE is generated as \(\text{Eval}_t = f^{-1} P(D(f) \otimes D(f)) + e_1 + h \cdot e_2\) for error terms \(e_i, i = 1, 2\). In this equation, \(P(x)\) and \(D(x)\) are PowerOfTwo and BitDecomposition for the plaintext space \(t = 2\) \(\otimes\) is scalar product of the vectors. For more details, refer to the next section or in [10].

D. Discussion

When comparing these three schemes, scale invariance was introduced in FV and YASHE for controlling the noise growth after every homomorphic multiplication. Relinearization (or key switching) is used by all schemes to convert the quadratic component as a result of the multiplication. The use of NTRU key generation reduces the space requirement on public and private key pair in YASHE. Subsequently, the encryption in YASHE produces one ciphertext element instead of two in NLV and FV. This reduce the ciphertext size to almost half assuming the message is relatively smaller than the ciphertext space \(R_q\). It has been shown that although the noise growth is smaller in FV, YASHE is faster in performance than FV [6].

In the later section, we conduct experiments to evaluate their performance on three platforms.

III. Evaluation and Discussion

In this section, we describe our SWHE framework in which we implemented the three SWHE schemes. This follows by the evaluation of main homomorphic operations.
A. Performance and evaluation platforms

To conduct performance evaluation of these SWHE schemes, we have developed a HE prototyping framework that provides functionalities such as time measurement, parameter recording and playback. We implemented the three schemes in C++ with the support for polynomial operations from the Number Theory Library (NTL) version 9.4.0, which depends on the GNU Multiple Precision Arithmetic Library (GMP) version 6.1.0 to handle large integers. Main functionalities of the individual schemes were implemented. We verified the correctness of our implementation through extensive validation tests, and we compared our performance results with the data reported in the original papers. Computation time measurements were done on a 2.6 GHz Intel Core i5 computer.

B. Evaluation results and discussion

In HE schemes, parameter selection is an important process that determines the correctness, security and performance of the schemes. We conduct experiments using the parameters described in Table 1 in [8]. The range of parameters selected for the experiments cover different degree of strength against the distinguishing attack [21].

Figure 1 shows the performance of the NLV scheme. We use these results as the baseline for the performance evaluation of two other HE schemes. As mentioned in Section II, While the NLV is the first implementation of the BV scheme, the FV scheme adds scale invariants to reduce noise growth, and YASHE carries on the use of scale invariants and makes use of the NTRU key generation to reduce the number of ciphertext elements. As shown in the Figure, the computation times grow when the parameters increase. But multiplication with relinearization and the processes for generating the evaluation key for relinearization substantially increase the computation time. The evaluation key is a set of \( \log_q \) sub-keys; each of such sub-keys is a partial encryption of the secret key with different noises. Hence, generating the evaluation key takes substantial time. Each homomorphic multiplication takes approximately 4.5 times longer than encryption. However, the relinearization step add significant longer time to multiplication. We note that time for decryption after a relinearization step does not increase. These results highlight the needs of new method to improve or replace the relinearization step.

Figure 2 shows how FV and YASHE perform when compared with NLV. One obvious observation is FV has similar or worser performance than the NLV scheme. This indicates that the scale invariants may not provide much of the performance gain over NLV. We will conduct further experiments to investigate this issue in the future work. But it is certain that the scale invariants do add significant computation times when performing multiplication with relinearization. In fact, this technique is applied after every multiplication.

Another observation is that YASHE takes significant longer time in generating the secret key comparing to NLV and FV. This is because NLV and FV sample the secret key terms from the Gaussian distribution \( \chi_{\epsilon} \), whereas YASHE’S NTRU key generation will try to find suitable \( f' \) such that \( f \) is invertible modulo \( q \), as described in Section II. In general, YASHE outperforms the other two schemes in computation times, except generating the secret key and performing decryption. The use of NTRU keys produces single ciphertext element instead of two in NLV and FV. For this reason, we conjecture that YASHE will be a better choice if ciphertext size does matter.

IV. Related work

There are many theoretical constructions of HE schemes, among which only some have practical implementations. Performance evaluation of such schemes so far has been limited. In [6], Lepoint and Naehrig implemented two HE schemes, FV and YASHE, using the FLINT library. Their focus was on the performance of these two schemes on evaluating the operations of a lightweight block-cipher SIMON [22]. The authors compare and contrast the noise growth in homomorphic multiplication both theoretically and experimentally. This paper differs from their work twofolds: (i) analysis of new techniques, such as scale invariants and NTRU key generation, that arguably make FV and YASHE better than the NLV scheme, and (ii) performance evaluation of three schemes implemented in NTL library with focus on improvement provided by the new techniques.

V. Conclusion

The growing popularity of IoT and CPS systems has paved the way for computers to “disappear” in the background of our life and provide services that suit our needs. Large amount of sensor data is collected and processed in the cloud to derive better understanding about the environments and...
users. Concerns around privacy is a major barrier before this computing era to reach its full potential. Homomorphic Encryption has been considered as a potential tool to address this problem. In this paper, we provided an overview of three recent HE schemes and conducted performance evaluation of main homomorphic operations. We shared the lessons learned from implementing these schemes.
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