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Chapter 1  
1.1 Introduction 

Naturally, digital correspondence innovations, for instance, Web 2.0 technologies (social media 

platforms), SMS, online forums, blog entries, and emails have empowered quicker and more 

productive approaches to convey information over an intelligent IT infrastructure. Normally, it is 

feasible to stay mysterious, something that sadly has brought about various cybersecurity issues 

worldwide. Generally, Forensic Writer Identification is the procedure of safeguarding, recognizing 

proof, extracting data from various Web 2.0 technology platforms for summing it up into helpful 

data - data that can be utilized to solve cybersecurity issues globally. Essentially, authenticating 

the originality of online writings is a vital remedy in curbing cybercrime's complications. Sadly, text 

length is restricted on a few stages, making the test harder. We target distinguishing the initiation 

of Twitter messages restricted to 140 characters. We assess mainstream stylometric highlights, 

broadly utilized in an abstract examination, and explicit Twitter highlights like URLs, hashtags, 

answers, or statements. Subsequently, analysts might achieve the best accuracy of 

approximately eighty percent (80%) of the search from various that would automatically earn a 

five-star rating (Alonso-Fernandez et al., 2020). Additionally, with the emerging cybercrimes 

globally, deciding the creator of a computerized text with adequate unwavering quality is a 

significant issue for scientific examination, to battle wrongdoings, for example, cyberbullying, 

emancipate notes, cyberstalking, and online deceptions from various criminals. 

Certainly, the cover of obscurity offered by cell phones with pre-charged SIM cards, public Wi-Fi 

areas of interest, and dispersed network systems like Tor – an application for masking users’ 

characters – has definitely muddled the errand of distinguishing clients of online media during 

forensic analysis. At times, the content of a solitary posted message will be the lone piece of 
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information to a creator's character. It is notable that the genuine existences of Internet clients 

once in a while end up being completely not the same as whom they seem, by all accounts, to be 

on the web, yet the nature and result of this marvel are evolving. Further, various literature 

recorded the instance of a Russian media organization that supposedly executed coordinated 

disinformation crusades via web-based media utilizing aliases' virtual characters (Rocha et al., 

2017). It is expected that a portion of these missions was state-supported. Indeed, the analytic 

process of social media authorship identification is as stipulated in figure 1 below.

 

Figure 1: The Forensic provenance ascription (Rocha et al., 2017). 
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The Internet offers a helpful stage for cybercriminals to secretly lead their ill-conceived exercises, 

for instance, phishing, fraud, and spamming. Subsequently, the original investigation of 

mysterious writings on the Internet (like messages, discussion remarks, tweets, SMSs) has lately 

gotten some consideration in the digital criminological and information mining networks. Scientific 

phonetics gives interviews to legal counselors through the examination of language-based proof, 

(for example, unknown or addressed writings utilized for crimes) during the pre-preliminary 

examination. Further, the criminological investigation of online printed reports for tending to the 

obscurity issue is called creation examination (Venčkauskas et al., 2015). In essence, online 

content originality investigation is the investigation of phonetic and computational attributes of the 

composed records composed by known or obscure creators.  

Additionally, it includes examining the composing styles or stylometric highlights from the archive 

content. Emphatically, there are various issues such as manual analysis of text extraction to 

identify the real writer of the content has become an issue to the various institutions. Most big 

data analysts’ entities utilize applications without modern AI features, thus deficient authorship 

identification of both real and perceived perpetrators. Further, various emerging applications 

globally lack some AI algorithms that can solve some sensitive such as the identification of 

Linguistic Properties of Electronic Communications services. Short web messages, for instance, 

the Twitter characters that have a few attributes which make origin arrangement testing 

contrasted and more, formal content records like artistic functions as follows (Venčkauskas et al., 

2015). Emphatically, web texts are, for the most part, short long showing that specific language-

put together measurements that depend with respect to the number of words in the content may 

not be suitable. Additionally, some applications might not recognize parts of speech. In fact, the 

parts of speech (POS) labeling relegate a morphosyntactic class to each word in online content, 

in view of that word qualities and the specific circumstance, where it shows up. Further, most 

cyber attackers utilize fake and fraudulent techniques to gain access to various Web 2.0 
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technologies and manipulate user’s information without authorization. Definitely, the constant 

increase of technology devices application has resulted into rising of cybercrime globally and 

conflict between the government and criminals. Ultimately, there are capacious text analysis 

processes, hence, leading to more cyber attackers in various online websites. 

1.2 Project Goals 

Naturally, authorships or text analytics aims at deciding the author of a certain online content by 

various data scientist that solves various cybercrime issues globally. Further, the research would 

be useful in the fields of crime scene investigation and biometrics for essayist recognizable proof 

and confirmation.  Moreover, this capstone report intended to research the development and 

application that would enable big data analysts to extract text from online content such as Twitter.  

In essence, this work examines the effect of working with missing information, i.e., when a specific 

sort of individual composing is missing in the preparation set, how the framework performs while 

testing with that kind. Additionally, the presentation of all highlights diminishes when the time 

among preparing and test Tweets increments, despite the fact that their power is seen to appear 

as something else, as detailed in figure 2 below. This exploration may have an unassuming 

comprehension of the advancement of certain sicknesses, for example, Parkinson's, Alzheimer's, 

Dysgraphia, Dyslexia, Tourette condition, and so on, which influence penmanship. Here, when 

the sickness movement, written by hand examples have high intra-inconstancy and give some 

appropriateness of our work (Adak et al., 2019). Therefore, the authorship investigation starts 

from a semantic exploration region called stylometry, which alludes to measurable examination 

of artistic style. Progressively, the examination centers around online messages because of the 
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development of web applications and informal organizations.

 

Figure 2: The System Model of Forensic Authorship Identification (Alonso-Fernandez et al., 2020). 

 

1.3 Aim and Objectives 

In this project, different methods are analyzed to determine the most effective way to identify 

anonymous authors. The process is based on the understanding that each individual’s writing 

style is unique and that it distinguishes the person from any other so that forensic scientists can 

link a text to a social networking platform user. The research focused on the writer's attribution to 

identify anonymous text authors. This traditional biometric method involves comparing the 

messages with anonymous authors against texts drawn from a database of known users. The 

writer profile constructed may reveal the author's gender or education level. The aim is to gain 

insights which leads to author identification by using Topic Model to find patterns and semantic 

structures within the dataset. 
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Chapter 2 Literature Review 
 

Essentially, some of the most despicable text and messages posted on the Internet, and various 

social media platforms are utilized in criminal inquiries, particularly through the help of the 

Forensic Writer Identification technology. Lamentably, the writer of a significant number of online 

contents stays obscure (Alonso-Fernandez et al., 2020). In certain Web 2.0 Technology platforms, 

the issue of ascertaining some content writers might be challenging since the length of an online 

post might be restricted to a specific number of characters. As such, the data analysts would 

target the recognition of tweet messages sender or Twitter account owner, where a tweet is 

restricted to a maximum of 280 characters. Therefore, an algorithm would be developed to assess 

mainstream highlights utilized customarily in initiation attribution which catch properties of the 

composing style at various levels. Definitely, data analyst would apply stylometry techniques to 

various text of the Natural Language Processing (NLP), including writer ascription, writer profiling, 

verification of writer, detection of text style change, and grouping of various tweets. Apparently, 

this research centers around the issue of identification of the content writer or blogger for a given 

tweet from a rundown of suspected creators for it utilizing a stylometric algorithm. Further, 

different stylometric attributes have been mulled over for the preparation and later testing 

motivations behind the AI algorithms, for example, Support Vector Machine (SVM) classifier 

(Bhargava et al., 2013). The tests have been handled on different datasets utilizing the referenced 

methodology and in the last thoughts for the future work have been examined. In fact, the research 

topic would be vital in data analytic tools applications to help in the reduction of cybercrimes 

globally. 

Apparently, with offline and online literatures, it is not easy to track down any immediate work on 

intra-variable penmanship for author recognizable proof or check. Nevertheless, several research 
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papers have emerged with regards to forensic writer identification technology that has risen to 

assist in big data analysis. As such they were utilized for this report writing with the application of 

Stylometry Techniques for social media text analysis. Additionally, the Online Social Networks 

(OSN) such as Facebook, LinkedIn, and Twitter offer a new factor to the initiation attribution 

through and through. Bhargava et al., (2013) assert that such online platforms give effective and 

quick methods for correspondence for the lead of any cybercrime by unidentified social media 

users. Inherently, users may utilize screen names or pennames on these locales, while others 

may not furnish the right identification data with the records. In fact, to get a significant testing 

result, the data scientist or analysis should run on ground-truth information test technique, which 

contains known, checked models with highlights applicable to the tests being run that would be 

most accurate as represented in figure 3 below. Furthermore, to compare several literature 

articles, the report shall relate aspects as detailed below. 

 

Figure 3: Architecture of Proposed Authorship Identification System (VidhyaPriya et al., 2017) 

2.1 Identification vs. verification 

Inherently, semantic attributes of a language are concentrated to acquire information about the 

creator of the content in field of stylometry. Additionally, most data analysts use the application of 

authorship check technology by utilizing stylometry comprises of recognizing a client dependent 
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on his posts. Intrinsically, this research detailed the technique of the originality check, which is 

applied for consistent confirmation utilizing an unstructured online content-based section. Further, 

an online archive is decayed into successive squares of short messages over which (consistent) 

validation choices occur, segregating among genuine and impostor practices. For the accurate 

purpose of the research, it would be advisable for the analyst to posted content with characters 

ranging from 140, 280, and 500 characters as per the algorithm developed to extract text for 

investigation (Brocardo et al., 2015). Further, the list of capabilities incorporates conventional 

highlights like lexical, syntactic, application-explicit highlights, and new highlights separated from 

n-gram investigation. Besides, the proposed approach incorporates a technique to bypass issues 

identified with the lopsided dataset and utilizations Information Gain and Mutual Information as a 

component choice methodology and Support Vector Machine (SVM) for grouping. Exploratory 

assessment of the proposed approach dependent on the Enron email and Twitter corpora yields 

promising outcomes comprising of an Equal Error Rate (EER) of approximately 21.45%, 

depending on the syntax of the algorithm used. Further, the clustering of the text to be analyzed 

might be derived from the formula shown below in figure 4 where A and λ (sigma) representing 

dataset normalization, while SK denotes the Gaussian distribution of datasets, and Du denoting 

the uth value of the text. 

 

Figure 4: The clustering system of the online content analysis (Brocardo et al., 2015). 

 

2.2 Script 

Naturally, the analysis of authorial style popularly known as stylometry, expects that style is 

quantifiably quantifiable for the assessment of particular characteristics. Stylometry research has 

yielded a few techniques and devices in the course of recent years to deal with an assortment of 
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testing cases (Neal et al., 2018). Moreover, this overview audits a few articles inside five 

noticeable subtasks: creation attribution, initiation confirmation, origin profiling, stylochronometry, 

and antagonistic stylometry. Essentially, numerous analysts have considered the issue of 

transcribed records or online content investigation to evaluate the character of the essayist. 

Further, the alphanumeric legal online content string search instruments use to coordinate as well 

as ordering calculations to look through computerized proof at the actual level to find explicit 

content strings. Additionally, they are intended to accomplish almost 99.9% of the algorithmic 

search. Given the idea of the informational collection, this prompts a very high occurrence of hits 

that are not applicable to analytical destinations. Contrasting, the penmanship acknowledgment 

frameworks, where each approach should be adjusted and custom-fitted to an offered language 

to improve the division and the highlights extraction measure, the essayist acknowledgment 

frameworks can be free, to a specific breaking point, of any content hindrance (Bensefia & Paquet, 

2016). Indisputably, the vast majority of the methodologies didn't exploit the disposition or the 

text-based substance of the content, since they measure the examples as a readable image 

through an algorithmic system, accordingly showing that the frameworks may be adjusted to 

various contents gave some preparation information are accessible. 

2.3 Features 

Logically, the stylochronometry algorithmic application utilized in the essayist acknowledgment 

frameworks could be characterized into underlying and factual highlights. Moreover, the analyst 

would zero in on the highlights utilized in the check frameworks as it were. Similarly, the writers 

assembled their confirmation framework on the impact of the inclination of penmanship. To 

remove this element, they utilized the probabilities of ink circulation on the shapes, the Fraglets 

highlights, the prospects of conveyance of graphemes with the pre-figured codebook, and the 

probabilities dispersion of points blend of the ink at limits. These highlights have been assessed 

utilizing the IAM dataset utilizing sentences and they gave awesome consequences of 98 % 
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overall (Bensefia & Paquet, 2016). Definitely, the authors in some of the downloaded tweets in 

the attached script (CSV file attached) would be identified by the stylochronometry algorithmic 

concept, which is the main methodology applied in this study. Besides, their primary component 

was the pen pressure that they separated by dissecting the ink conveyance. Certainly, they 

utilized two kinds of pictures, coming about because of their multiband picture scanner, which 

creates noticeable and infrared pictures (IR): two methodologies have been utilized to separate 

the highlights. In essence, with the obvious pictures, they utilize the LBP (8-b twofold code) 

allocated to every pixel of their information dim level pictures. For the IR pictures, they separate 

the pen pressure utilizing the first and the second request for some factual estimates like the 

accompanying: fluctuation, mean, skewness, kurtosis, energy, and entropy. To this end, the 

author recognizable proof dependent on a solitary transcribed word has not gotten sufficient 

interest regardless of its wide scope of utilizations. Hardly any creators just dared to utilize single 

word for both preparing and testing. In fact, the writers attempted to verify content creator's 

dependent on a solitary word by removing the word and changing it into a six-dimensional time 

arrangement, and looked at it through DTW strategies. 

2.4 Discussion 

Logically, the outcomes are presented regarding precision accomplished by the stylometric 

investigation algorithm as itemized in the methodology section.  Statistically, the likelihood of 

identifying the right character in an array is approximately thirty-three percent (33%), which is 

usually viewed as the gauge or the baseline for data analysis (Gomez Adorno et al., 2018). 

Furthermore, the analyst assesses the classification calculation that is more qualified for this kind 

of highlight. Nowadays, Web 2.0 technology platforms are superb mechanisms for individuals to 

share thoughts, photos, and various incidents. As such, most of these online media forums permit 

clients to register various accounts, where each has unique credentials from the originally 

registered account. Moreover, concerned companies hardly check such accounts progress, since 
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authentication or confirmation can be troublesome, expensive, and effortlessly undermined. 

Subsequently, online media accounts are utilized by cybercriminals to work with the misuse of 

minors, fraud, tax evasion, psychological oppressor and radical exercises, and cyberattacks. 

Similarly, firms can utilize online media to expand their exposure and prevalence, post publicity, 

and production and report counterfeit occasions (Killian et al., 2019). Additionally, understanding 

and distinguishing accounts that are utilized for reprehensible objectives is a continuous concern. 

To explore the semantic substance of a record's posts, we make a bunch of vectors, every one 

of which fills in as one model for a conceivably diverse record. For our worldly examination, we 

consider both the time each post was made and the time between progressive posts. As well as 

utilizing these insights as independent highlights, we play out a pairwise examination of posting 

times, trying to find relationships between record posting designs. Therefore, we should apply our 

calculations to two datasets. To build our first dataset, Twitter, we discovered 10 clients who 

posted on different web journals about controlling an aggregate of 26 Twitter accounts (every 

client controls somewhere in the range of 2 and 5 records). We at that point utilized the Twitter 

Search API to recover the courses of events of the accounts related to every client. Our second 

dataset, Stack Exchange Tweets, comprises the Stack Exchange and Twitter posts (isolated by 

stage) composed of 17 clients. We pick clients whose related Stack Exchange and Twitter 

accounts each contains at any rate 250 characters. For both Twitter and Stack Exchange Tweets, 

we utilize just clients whose profiles contain as were English content. We further breaking point 

the Twitter presents on the latest 1500 tweets delivered by each record. At long last, we 

preprocess both datasets by changing all URLs to a "<URL>" tag. Further, the analysts can apply 

the N-Grams and Stylometric application to establish an author of the specific tweet through a 

random assortment of arrays within the text characters. For instance, in the investigations with n-

grams, character n-grams with n = 3, 4 and word n-grams with n = 2, 3 have been utilized, where 

(n) represents a Twitter account holder. Additionally, trials with n-grams have been completed 
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with a subset of 10 clients in particular. The algorithm of n-grams would give an approximate 

accuracy of about 95% (Alonso-Fernandez et al., 2020). As itemized in Figure 5, the most limited 

distances recorded with each creator are accounted for. Numbers in red address preliminaries 

where the obscure creator is inaccurately distinguished (the creator erroneously recognized as 

the obscure creator is given in sections). Numbers in blue show that the obscure creator has 

effectively been distinguished, yet another creator of the information base has similar distance 

esteem. It tends to be seen that a specific subset of creators is by all accounts erroneously 

recognized more frequently than others, for example, tweet writers 3 and 4. 

 

Figure 5: Comprehensive Results of Author Identification with n-Grams color coding feature (Alonso-Fernandez et al., 2020). 
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Chapter 3 Data Analytics Methodology 

 
As a criterion for tweet or forensic text identification, the research applies the Stylometric concept 

for accurate execution of the project. This part would comprehensively itemize all the techniques 

applied for forensic authorship identification on various Twitter accounts. In essence, the desired 

methodology is premeditated to pick stylometric application, catch semantic algorithm, and 

fleeting parts of authors credentials. 

3.1 Stylometric variables 

Naturally, various analysts have applied stylometric variables in forensic authorship identification 

of amateurish social media bloggers as one of the remedies to curb ever-rising cybersecurity 

issues. Additionally, one of the fundamental techniques of Twitter posts writer identification is 

usually through the application of the corpus-based stylometric analysis. Typically, their 

consideration relies upon the space of the application (López-Escobedo et al., 2013). For 

instance, techniques for origin attribution for messages and other short online writings consider 

underlying style markers like the presence of good tidings, document connections, certain HTML 

labels, etcetera, or quirky style markers, for example, spelling botches. Being abstract composing 

the area of our investigation, we picked to incorporate the broader style markers. The stylometric 

variables commonly utilized for this research would certain aspects such as punctuations, and n-

grams text arrays in a tweet. In fact, corpora utilized in this errand are normally framed by a bunch 

of reports of a few creators. As in each corpus-based methodology, corpus configuration 

addresses a critical perspective to deliver plausible aftereffects of the investigation.  On account 

of origin attribution, corpus highlights (text sort, lingo, time, register) affect the accuracy of the 
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errand of attribution. Additionally, it has been unanimously recommended that it is ideal to 

accumulate creator-based corpora that address the tightest assortment of language conceivable. 

Besides, we expect that we are given as info a bunch of timestamped web-based media posts or 

tweets, and each technique would return a similitude score for each pair of accounts being 

analyzed. Furthermore, it works with the spry information mining procedure, which is critical in 

text extraction, and examination also being in accordance with four significant stages for tweets 

identification, for instance, the pre-processing of various tweets, tweet’s features extractions, 

matching of identical tweets, and authorship identification. Logically, the stylometric investigation 

on tweets is like those done on different types of short messages, for example, online discussion 

posts or online texting talks (Bhargava et al., 2013). Fascinatingly, they are casual and 

comparative in design and syntax. A comprehensive list of capabilities considering stylometric 

data is worked for our test, anyway with a presumption that the creators unknowingly follow a 

specific design and are predictable in their decisions. During the analysis process, the algorithm 

would apply the iteration technique to search through the array tree and determine various 

features – the lexical features – that would help get the most accurate outcome.  

Furthermore, the pre-processing of tweets involves the elimination of questionable tweets by 

some authors. Indeed, the proposed technique for tweets preprocessing depends on the ties of 

slang words on other coinciding words to check the importance and supposition interpretation of 

the slang word (Singh & Kumari, 2016). We have utilized n-gram to discover the ties and 

contingent arbitrary fields to check the meaning of slang words. However, a significant encounter 

in this space is data harmonization as far as commotion, pertinence, emojis, folksonomies, and 

slang are concerned. 

Tweets features extractions entails analysis of the pre-proposed tweets to identify total words in 

a specific tweet, special characters used, consonant and vowels, total characters and the 

regularity of usage of certain words or phrases. Actually, recognizing suitable highlights for 
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opinion examination of tweets stays an open exploration region since text ordering techniques 

face the scantiness issue while Parts of Speech (POS) labeling strategies bomb because of the 

absence of linguistic construction of tweets. Character-based highlights, i.e., n-grams of 

characters, are at present getting well known on the grounds that they are language-free. 

Logically, the analyst would find the matching contents with the ones stored in the database to 

identify similarities where possible through the feature matching technique. Further, the algorithm 

perform characters features evaluation of the selected tweets can be utilized to direct friendly 

detecting and assessment mining. For example, gauging decisions is an essential territory 

wherein assumption examination of tweets has been broadly applied the most recent couple of 

years. 

The fourth phase would involve authorship identification, which is done after tweets identification. 

additionally, this stage helps in getting the percentage accuracy of the tweets thus useful for 

fundamental forensic authorship identification process. 

3.2 Lexical 

This is the technique for Twitter sentiments investigation. In fact, it tries to quantify varieties in the 

popular assessment on retail marks. The first, a vocabulary-based strategy, utilizes a word 

reference of words with doled out to them semantic scores to compute a final extremity of a tweet 

and fuses grammatical feature labeling. Further, its major role is developing significantly with the 

quick spread of interpersonal organizations, microblogging applications, and gatherings. 

3.3 Structural 

Basically, Twitter is being a microblogging platform that spreads approximately 400 million tweets 

daily, it requires a structural algorithm they would analyze all the data accurately. Additionally, it 

addresses a significant information hotspot for the disease counteraction and control local area. 

This research investigates structural algorithm methodological applied in separating and 
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dissecting Twitter information, including attributes and representativeness of information; 

information sources, access, and cost; examining approaches; information the board and 

cleaning; normalizing measurements; and examination. 

3.4 Syntactic 

Inherently, the language utilized in Twitter presents a few particularities, for example, the 

utilization of hashtags or client makes reference to. Therefore, the data pre-processing technique 

would use syntactic algorithm or data structures to expedite analytics process. To boost the 

effectiveness of language preparing techniques, for example, lemmatization and syntactic 

parsing, we play out a few standardization steps. We eliminate the # image, all @ notices, and 

connects and perform lower case transformation. Likewise, if a vowel is rehashed multiple 

occasions in a word, we decrease it to a solitary event, and we diminish different back-to-back 

accentuation imprints to a solitary one. At long last, we lemmatize the standardized content. 

3.5 N-grams 

With the advancement of Web 2.0 technology globally, the Internet is utilized as a hotspot for 

getting news about recent developments. As of late, Twitter has gotten quite possibly the most 

famous online media stages that permit public clients to share the news. The stage is developing 

quickly, particularly among youngsters who might be impacted by the data from mysterious 

sources. In this way, foreseeing the believability of information on Twitter turns into a need 

particularly on account of crises. This paper presents an arrangement model dependent on 

managed AI strategies and word-based N-gram analytics to order Twitter messages naturally into 

sound and not solid. Five diverse administered characterization procedures are applied and 

analyzed to be specific: Linear Support Vector Machines (LSVM), Logistic Regression (LR), 

Random Forests (RF), Naïve Bayes (NB), and K-Nearest Neighbors (KNN). The examination 

explores two-component portrayals (TF and TF-IDF) and diverse word N-gram ranges. For model 
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preparing and testing, 10-crease cross approval is performed on two datasets in various dialects 

such as English. 

Besides, the application of syntactic concept would be as well utilized to extricate the sentence 

structure regarding accentuation and grammatical form – parts of speech. According to Brocardo 

et al., (2015), punctuation is a significant guideline to characterize limits and make tweets or posts 

meaningful, for instance, exclamation, quotation, and full stop, by parting a passage into 

sentences and each sentence into different tokens. The arrangement of fundamental 

accentuation marks incorporates single statements, commas, periods, colons, semi-colons, 

question marks, and outcry marks. Furthermore, a bunch of remarkable accentuations such as (!, 

“) was made with various symbols, in light of the Unicode design with code and specific syntax. 

Functions are theme autonomous and catch the creator's style across various subjects.  These 

highlights incorporate the number of sentences per square of text, the normal number of 

characters, words, and sentences in a square of text, and the normal number of sentences starting 

with upper and lower case. 

3.6 Text Representation 

Logically, for each stylometric variable, the data analyst creates a recurrence vector where each 

measurement relates to an alternate component. Further, in most experiments, data analysts 

would pick an alternate mix of factors, and afterward address each report as the link of the 

recurrence vectors relating to those factors. Basically, some of these vital characteristics include 

the total characters per tweet, the total number of words in every sentence in a tweet, frequency 

of word usage in a tweet, the total number of common words that exist in the dictionary, emojis 

used in a tweet with their meaning as it appears in google and various online applications, the 

trending words for a specific reason – it could either be for a day, week or so. Fundamentally, the 

principal period of the Twitter content acknowledgment would be to pre-measure different tweets 

from certain clients where untrustworthy components will be taken out from those composed by 
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others, for instance, retweeting by other web-based media – Twitter – clients. Numerous 

etymological characters have been recommended for origin check, for example, the decision of 

specific words and syntactic constructions (Brocardo et al., 2015). Uniquely in contrast to theme-

based content arrangement whose essential issue is a pack of texts, the arrangement of highlights 

was extended by joining lexical, syntactic, and application-explicit highlights. Such a blend better 

communicates the creator's style. In this manner, the expert would use the created calculation to 

coordinate with highlights of indistinguishable content characters, which is done in the wake of 

discovering the components it is contrasted with the data set of various authors to discover the 

similitudes. Emphatically, the grouping model comprises an assortment of profiles created 

independently for singular clients. The proposed framework works in two modes: enlistment and 

check. In light of test preparing information, the enlistment cycle registers the conduct profile of 

the client utilizing AI order.  

3.7 Multidimensional Scaling  

Classical multidimensional scaling (CMD) is a statistical strategy used by data analysts for 

information representation. It has been recently utilized for origin attribution by different analysts 

like Merriam. For a bunch of N objects, it takes as info an NxN lattice wherein each component 

di,j addresses the uniqueness between the I-th and j-th object. At that point, it doles out an area 

in a p-dimensional space (for a formerly picked p) to each protest so the distance between them 

in this space is comparable to their distances in the divergence lattice. For this situation, objects 

are archives, and the uniqueness between every one of them is addressed by the Euclidean 

distance between their component vectors. Further, application-explicit highlights incorporate 

attributes identified with the association and organization of a book (Brocardo et al., 2015). Since 

the proposed approach includes examining short messages – tweets and emails –, just highlights 

identified with the passage structure are removed. Utilizing this method, 2-dimensional disperse 

plots were gotten, with each point addressing every content. The distance among focuses 
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signifies its likeness in a generally simple manner to picture. Besides, the proposed framework 

tends to initiate check as a two-class grouping issue. The top of the line is made out of (positive) 

examples from the creator, while the second class (negative) is made out of tests from different 

creators. In this manner, the negative class has a greater number of tests than the positive class, 

producing imbalanced class dissemination. The way to deal with manage the present 

circumstance is to dole out a weight P to the negative class comparing to the proportion between 

the absolute number of positive examples and the all-out number of negative examples. 

3.8 Corpus design 

In essence, analysts should perform broad execution examination on a corpus of one thousand 

(1,000) Twitter accounts to explore origin attribution, confirmation, and bunching utilizing 

algorithm arrays from various articles (Neal et al., 2018). Inferable from these requirements, we 

make our own dataset of creator classified tweets utilizing a Twitter customer application that 

haphazardly gathers public situations with a Twitter streaming application programming interface 

(API). Concerning short messages, there are five creators, and for everyone, there are three 

messages: a piece of fiction, an emotive account, and a factious paper. Moreover, the analyst 

ought to apply include extraction where the pre-prepared tweets are then dissected to discover 

all-out word tally, vowels, between word spaces, unique characters, character check, and 

recurrence. Also, the essayist is recognized as the essayist of a particular tweet that would be in 

the wake of contrasting with the information base, we will get a level of exactness for each writer 

we contrast it with. 
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Chapter 4 Data Understanding 
 

4.1 Dataset Description  

The information extracted from the dataset is as comma-separated values (CSV) files with 

"tweets" from various authors and their comparing views. Essentially, the preparation dataset is 

a CSV document with various data types such as the tweet_id, author, opinions, tweets, 

timestamp, language used, and location where the tweet_id is an interesting integer – unique id 

or primary key – distinguishing the tweet, feelings, which can be either 1 – positive – or 0 – 

negative comment, and tweet is the tweet encased in "<inverted brackets>". Likewise, the test 

dataset is a CSV record of type tweet_id with other data types as specified in this research. 

Intrinsically, the dataset is a combination of words, emojis, images, URLs, and references to 

individuals as seen typically on Twitter. Additionally, words and emojis add to foreseeing the slant, 

yet URLs and references to individuals do not (Joshi & Deshpande, 2018). In this manner, URLs 

and references are being overlooked. The words are additionally a combination of incorrectly 

spelled words/wrong, additional accentuations, and words with many rehashed letters. 

Additionally, the tweets should be preprocessed to normalize the dataset. 

4.2 Data Sources 

Primarily, the data used for this research was essentially from secondary sources (Harvard 

Dataverse). Nowadays, various datasets exist that contain significant information on various 

aspects of contemporary life. Specifically, several institutions utilize the data collected from 

different sources for statistical research as well as strategic planning, for instance, for this 

research, data collected is particularly used for the forensic author identification of various tweets.  

In this project, both primary and secondary data were utilized to achieve the most desired results 
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and meet the project objective. Furthermore, the dataset consistently assumes a basic part in 

creation attribution.  To achieve the objective of this research, the analysts would require data to 

establish the most probable outcome. Therefore, the analyst would utilize a bit of the exceptionally 

enormous dataset crept from the possible 500 million tweets, composed by more than 15 million 

Twitter subscribers (Almishari et al., 2014). Most of the clients composed at most 10 tweets each, 

specifically, most are not what we would call productive tweeters. Nonetheless, there is as yet a 

significant number of productive tweeters. For analytics and research purposes, the analysts 

separate data to be used into two subsets. The first set would encompass users with the highest 

number of tweets, approximately 2,000 tweets within a certain period – popularly referred to as 

the Prol. While the second set would contain those apathetic about Twitter who are generally 

approximately those with about 300 tweets for maybe three (3) months – commonly known as 

Low. 

4.3 Data Collection Process 

Emphatically, data collection techniques for this research involved the instruments utilized in 

gathering information from various sources, and the system includes controlling tools utilized to 

achieve the goals of this project. Additionally, the information assortment included assembling the 

correct data that was helpful in taking care of the examination issue. Cogitating about the current 

project proposal idea, both data collection sources – primary and secondary – were utilized to 

respond to the exploration of this capstone project research. To this end, the primary data was 

mainly from Google web scraping or data mining where raw data was scrapped from. While the 

secondary data was acquired from dependable data sets, which incorporated organization 

websites and various reports, online and printed journals, printed books and Google books, and 

Google Ads as well news websites. Significantly, Twitter is a valuable source of information 

globally. In contrast to other Web 2.0 Technology platforms, pretty much every client's tweets are 

totally open and accessible. Additionally, this is immense in addition to in case you're attempting 
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Negative, we would use recall as the model parameter to pick our best model. F1 Score is needed 

when attempting to strike a balance between Precision and Recall. 

Based on the results shown the top 3 authors who have the highest accuracy to predict are: 

1) Shakira 

2) Barack Obama 

3) CNN 

 

After getting the scores for the topics which were generated in the Topic Model, a machine 

learning model will be built using the topic scores, which are shown in figure 14. Three models 

will be used to see which one will be performing the best based on the accuracy, the models are 

gradient boosting, Decision Tree, and Bayesian Network. 

Figure 14: The given scores of the generated Topics 

 

5.2 Machine learning models 

The whole dataset can not be used to build the model, so it has been split into two parts. Random 

data has been chosen for training and testing. This is referred to as Testing Data, and the 

remaining data is referred to as Training Data, from which the model is constructed. Typically, 

80% of the data is used for training, while the other 20% is used for testing. 
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Figure 19 shows the probability of predicting each author based on the model created. The top 3 

authors to predict correctly in this classifier are: 

1) Shakira 

2) Jimmy Fallon 

3) Barack Obama 

 

5.2.3 Bayesian Network 
Figure 20 shows the confusion matrix of the Bayesian Network, which describes the performance 

of the classifier. The left side shows the training dataset confusion matrix, and the right side shows 

the testing dataset confusion matrix. 

Figure 21: Bayesian Network confusion matrix 

The last model used was the Bayesian Network model, and it has shown a misclassification rate 

of 0.7980, which is equal to accuracy of 20.20%. 
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Figure 22: Bayesian Network variable importance 

 

Similar to the previous classifiers used, the Bayesian Network model in figure 21 has rated the 
scores for the topics which were generated by Topics Model, based on the accuracy it has 
achieved. 

Figure 23: Bayesian Network author probability 
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Figure 22 shows the probability of predicting each author based on the model created. The top 3 

authors to predict correctly are: 

1) Shakira 

2) Barak Obama 

3) Jimmy Fallon 

 

5.3 Results 

Based on the results found from using different machine learning models, it has been found that 

the best model is the Gradient Boosting model which has an accuracy of 32.77%. Some authors 

have a low probability for predicting, and it could be due to the nature of tweets we are dealing 

with. Since those authors are celebrities, they hire agencies to tweet on their behalf, and there is 

a high probability that some authors keep changing the agencies which is causing this low 

prediction. This ultimately effect on the rate of accuracy of the model. 

Overall accuracy of the models: 

ML model Accuracy 

Gradient Boosting 32.77% 

Decision Tree 20.65% 

Bayesian Network 20.20% 

 
Overall, the findings met our expectations by demonstrating the potential of various machine 

learning algorithms to predict the authors of the tweets. There were some variations in the 

percentage of predictions for each algorithm, but it has successfully shown to us that machine 

learning algorithms can derive useful information from large amounts of data and predict the 

authors of the tweets. This in fact will play a huge role in combating cybercrimes and identity theft. 
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 Chapter 6 Conclusion/Future Work 

The essential purpose of this research was to explore various techniques of forensic authorship 

identification using Twitter text identification to prevent cybercrimes. Indeed, data science has 

overseen the development of a unique forensic stylometry model, which has the capacity of 

identifying authors of various texts using the distinctive linguistic and stylistic "fingerprint." This 

project's thesis sought to test a concept by testing and assessing the model's accuracy. The proof 

of principle that this project seeks to test can help to automate a vital mechanism within the 

enterprise. 

The findings of the research have unmistakably outlined the research theme. Further, the proof 

noted from the research subsequently affirmed that Gradient Boosting model is a good model for 

forensic authorship identification process through the Stylometry technique. In fact, the study 

cycle has responded to virtually all the research questions and accomplished the essential goal 

of being researched through conversations and investigation. However, there are still room for 

improvements which would require more research in order to achieve better results which would 

reflect positively on the cybercrime rates. 

The models used in this project did not have very high accuracy due to the nature of the dataset 

used, which consisted of popular Twitter users who most likely paid an organization to tweet and 

remain involved in social media. In order to obtain more reliable performance, future studies will 

involve working on other models and other datasets. This study is also a successful starting point 

for applying models and methodologies on cybercrime data in Dubai Police, which would be highly 

beneficial in the CID department. 
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