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Abstract

Can feature requests reveal the refactoring types?

Sultan Fahad Almassari

Supervising Professor: Dr. Mohamed Wiem Mkaouer

Software refactoring is the process of improving the design of a software system while preserving its external behavior. In recent years, refactoring research has been growing as a response to the degradation of software quality. Recent studies performed an in-depth investigation in (1) how refactoring practices are taking place during the software evolution, (2) how to recommend refactoring to improve the design of software, and (3) what type of refactoring operations can be implemented. However, there is a lack of support when it comes to developers’ typical programming tasks, including feature updates and bug fixes. The goal of this thesis is to investigate whether it is possible to support the developer through recommending appropriate refactoring types to be performed when the developer is assigned a given issue to handle. Our proposed solution will take as input the text of the issue along with the source code and tries to protect the appropriate refactoring type that would help in adapting efficiently the existing source code to the given feature request. To do so, we rely on the use of supervised learning. We start with collecting various issues that were handled using refactoring. This data will be used to train a model that will be able to predict the appropriate refactoring, given as input an Open issue description. We design a classification model that inputs a feature request and suggests a method-level refactoring. The classification model was trained with a total of 4008 feature request examples of four
refactoring types.

Our initial results show that this solution suffers from several challenges including the class imbalance: not all refactoring types are equally used to handle issues. Another challenge we detected is related to the description of the issue itself which typically does not explicitly mention any potential refactoring. Therefore, there will be a need for a large set of issues to be able to appropriately learn any patterns among them that would discriminate towards a given refactoring type.
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Chapter 1

Introduction

1.1 Overview

Quality of software system has been considered as the main practice during software evolution to improve the software quality attributes i.e. the maintainability and performance. In order to improve software quality, software refactoring activities take place to optimize the intra/inter design of a software system with respecting its external functionally behavior [16]. Recent studies [11, 21, 42, 41, 8] have designed automated refactoring detection tools to provide a rich domain where researchers can learn (1) when software developers perform refactorings on the source code, (2) what type of refactorings are performed, (3) which class contains the performed refactoring operations by mining open source project repositories.

This refactoring activity is be necessary when there is a need for either a new software requirement or a functional enhancement termed as feature request (FR). The aim of the feature request is to support the continuous software evolution[20] for the enhancement purpose of projects. Open source projects need tracking systems to issue feature request and to maintain its software evolution; the following are tracking systems: GitHub Issue Tracker ¹, Bugzilla ², and JIRA ³. The issued feature request demands developers to adapt the feature request in source code, leading to an immediate remedy request to perform software refactoring operations to enhance the internal software design.

¹https://github.com/features
²https://www.bugzilla.org
³https://www.atlassian.com/software/jira
1.2 Research Objectives

The major concern for software evolution that feature requests threaten software internal design and result software deficiency when developers receive feature requests to adapt them in source code, without taking into account the current design of the system. Thus, there are several challenges associated with the remedy of the deficiency. One of the challenges is that it subjectively requires a human effort to opt the software refactoring operations that can cure the deficiency introduced with the feature request adaptation. This human effort depends on manual inspection of software artifacts to locate where the portion of code should be refactored in order to adapt a feature request. However this manual process can be significantly time-consuming, especially when selecting what type of refactoring operation and where it should be performed. Feature requests target typically various files, and therefore, without having a concise view of the design, performing refactoring can have adversarial effects on design quality.

One potential solution to mitigate the human efforts would be to semi automatically recommend what type of refactoring should be applied for a given feature request. Since there is an Armada of previously performed refactorings for input feature requests, this represents a rich space for us to learn from it. Thus, supervised learning represents a potential solution for this problem. Therefore in this thesis, we consider the recommendation of the refactoring for a given per request as a supervised learning problem. We start with using an existing data set of various refactorings applied to the response to feature requests. We design a model that is trained and tested on this data set and we report the performance of our solution by breaking down its accuracy across all the classes (refactoring types). To better understand how this works, let us consider the following example:

"split PDFont encode As discussed in the dev@pdfbox.apache.org (thread: Questions about to Unicode Cmap). We need to split PDFont encode to get one method providing the string and one providing the cid."

in this example, there is an intention to to split a method called PDFontencod resulting
a new method having a string variable and $cid$ variable. This means that developers will perform *Extract Method* for the $PDontencod$ method, therefore we can teach our model with keywords e.g. split and method.

Due to the lack of just-in-time suggestion, the prime ultimate object of this thesis is to design and build our machine learning model in order to recommend a refactoring operation for the given feature request. In our research work, we propose a different approach from our baseline work [32] by tackling the severe imbalance between classes with several resampling techniques. The effort of our study benefits quality assurance domains and increases the software quality.

To design our research, we define the following research questions:

**Rereach Questions:**

**RQ1:** To what extent our supervised learning could effectively suggest a refactoring operation based on feature request? We performed a comparative study between several classifiers to learn from feature request and solve multi-classes classification problem.

**RQ2:** Can resampling techniques help to improve the classification models? We applied oversampling balance technique on the imbalance data sets for our competitor classification algorithms to compare and evaluate them.

**RQ3:** What is the optimal resampling technique to improve the model performance? We performed several balance techniques on the optimal classifier to recommend a refactoring operation from learning feature request keywords.

**RQ4:** How effective is our machine learning in recommending refactoring based on our baseline resampling approach? We adapted our baseline model’s balance technique in our approach of feature extraction.

### 1.3 Proposed Approach

In order to reduce human efforts in identifying the refactoring operations during software evolution, we combine Natural Language Process(NLP) and supervised learning to formulate the suggestion of refactoring operation as a multi-class classification problem. This
approach consumes a set of feature requests, labeled with 4 classes, i.e., method level refactorings, collected by our baseline work [32] as input to learn several classifiers. One benefit of using a multi-class classifier is that at least the model can be taught with the most common refactoring operations (Extract Method, Inline Method, Move Method, and Rename Method). These refactoring operations are recognized with the purpose of providing an improvement in software design quality. The dataset will be processed to obtain only single label that is associated with each feature request. Then, it will undergo data preprocessing and feature extraction techniques in order to propose a collection of features for each class. This operations will optimize our model ability to learn from keywords. Then the dataset is split into training and testing sets where the training set will be balanced to tackle the imbalance issue between classes. The evaluation of model relies on the most popular performance indicators: Recall, Precision, F1-score and Accuracy.

The structure of this thesis is presented as follows. chapter 2 introduces key information related to refactoring activity, requirement, and text classification as well as an additional important background knowledge to provide better understandability for this work. Chapter 3 explains our related work that motivated this work. Chapter 4 demonstrates our approach and its data preparation, balancing technique, and our model setup with its classifiers’ selection and evaluation. In chapter 5, our experiment and findings are discussed. We provide an insight of threats to the validity of this work and our recommendation in chapter 6, and then we conclude our work in 7.
Chapter 2

Background

2.1 Software Refactoring

Software system is structured from a combination of elements: classes, methods, variables and attributes. Although if the syntactic design of software structure is poorly implemented, software flaws would be introduced as these flaws identified in [16], which 72 software refactoring operations helps to improve the software internal structure. As an example of one the common software flaws is that God class having enormous amount of code placed in a single class, caused due to the merge several classes unintentionally. The proper solution to fix this code smell could be done by Extract Class or/and Move Methods, Rename Package/Class [16]. Recently most of studies have designed different approaches and tools to fix software flaws by refactoring operation, one of which JDeodorant [15, 14] helps to detect software flaws then suggest a proper solution to fix the given software flaws. Their approach, a given single class, is analyzed by a hierarchical agglomerative clustering algorithm and Jaccard distance as the distance metric. However, most of the proposed approaches of refactoring solutions have a lack of suggesting refactoring operation just-in-time, which leads research to discover optimal solutions.

2.2 Software Requirement

In the world of software evolution, the identification of the software requirement specification aims to deliver a sound software function and provide a clear understandability for software developers, being either pre-requirements or post-requirements. Requirement
engineering (RE) has been considered as a main part of software evolution to success in delivering feature request. While the success of FR delivery for software project requires a requirements traceability system, Open source projects have started to use requirements traceability system like GitHub ¹, Bugzilla ², and JIRA ³. The requirements traceability system has shown to be beneficial in software engineering domains e.g. software refactoring [30]. Since software evolution has a thrive of increase the quality of FR delivery, Several works [5, 17, 10, 25] have discovered the common issues about the practice of requirement process. One study [17] found that there are the lack of common requirements definition and the lack of misunderstandability among developers because they have different perception. Hence, the final delivery of feature request could introduce software flaws which will cost human effort and time to cure it. This issue can be ideally cured by recommending refactoring operation to developers before transfer the document requirement into functional/none-functional requirement in the software system, facilitating software engineer to opt the optimal solution.

2.3 Classification of Text

In this section, we revise various classification techniques that can be applied on textual data to suggest their types.

2.3.1 Machine Learning

Machine learning is an approach to learn automatically from a collection of data i.e. image, video or text in order to serve different purposes. In terms of learning from data set, there are approaches grouped as supervised and unsupervised learning, where supervised learning or classification learns from information that maps the information as an input with a label representation as an output. In unsupervised technique, learning mechanism attempts

¹https://github.com/features
²https://www.bugzilla.org
³https://www.atlassian.com/software/jira
to learn and understand the given data by cluster them into several groups based on a certain similarity. Both learning techniques works for different types of data i.g. image, number, video and text. Machine learning algorithms are now widely shown a prove to solve problems in several domains such as speech recognition, self-driven and text classification [7]. As text classification in the supervised learning, the classification model receives a collection of labeled training texts to develop a classification model’s rules in order to increase its ability of recommendation. This collection of labeled data can be treated as binary/multi-class problem, where in binary problem (i.g. the label would be like 0 or 1). For multi-class problem, the set of data can have more than 2 classes—— each class represents a large number of text.

In this thesis, We focus on supervised technique to learn multi-class by utilizing the benefit of Natural language process(NLP), used for text classification. Specifically, we are developing an automated classifier to suggest a refactoring type for the given feature request.

2.4 Evaluation Metrics

For the purpose of evaluating the classifications performance, we are looking at several classification measurements needed to be reviewed.

2.4.1 Accuracy

It is a metrics that help to measure the overall performance of a classification model. The following formula shows how accuracy of a classification model can be calculated.

\[
\text{Accuracy} = \frac{tp + tn}{tp + fp + fn + tn} \tag{2.1}
\]

Where TP, TP, FP, and FN are described as following:

- True positives (tp): help to sum the number of elements correctly classified for the positive class
- True negatives \((tn)\): count correct classifications for the negative class.
- False positives \((fp)\): help to sum the number of unpredictable items for the positive class.
- False negatives \((fn)\): count the number of unpredictable items for the negative class.

As equation, the sum of correct predicted items are divided by the sum of all classes — correct and incorrect.

### 2.4.2 Precision

It is a metrics that help to measure accuracy of the positive class predictions in the classification model, showing the ratio of correct classifications out of the positive class predictions. The following formula shows how precision of a classification model can be calculated.

\[
Precision = \frac{tp}{tp + fp}
\] (2.2)

### 2.4.3 Recall

It is a metrics that help to calculates accuracy of model predictions for true positive cases, showing the ratio of correct classifications as positive out of the positive class predictions. Recall equation are shown as a following.

\[
Recall = \frac{tp}{tp + fn}
\] (2.3)

### 2.4.4 F-score

It is a metrics that help to find the ratio of harmonic among precision and recall, known as as F-measure or F1-score. This equation provides a trade-off between precision and recall, the equation of F1-score shown as following:

\[
F - score = \frac{2 \cdot Precision \cdot Recall}{Precision + Recall}
\] (2.4)
2.5 Resampling Techniques

The behavior of machine learning techniques could impact on performance of the model when the classification dataset has imbalanced class distribution. The reason is that several machine learning algorithms are implemented to learn from an equal number of distribution for each class. When there is imbalance distribution, the performance of the model often mislead the algorithms by learning from the majority of classes and ignoring the importance of minority. Thus, several study have proposed balancing techniques in order to provide an equal priority to each class. Some of widely used balancing methods are shown as following:

2.5.1 Random Oversampling

This Method duplicates examples from the minority class to have an equal distribution class of majority by oversampling the data set.

2.5.2 Random Undersampling

This approach of balance technique is to randomly delete examples from the majority class in order to balance it with the minority of class distribution.

2.5.3 Synthetic Minority Oversampling Technique

Synthetic Minority Oversampling Technique (SMOTE) is another approach of oversampling technique; SMOTE generate examples for the minority class by selecting examples closed in the feature space.

2.5.4 NearMiss

Near Miss is a method that selects examples from the majority class by determining the most near distance on average to the closest examples from the minority one.
Chapter 3

Related Work

3.1 Software Refactoring

Several research papers [42, 41, 8, 21, 11, 43] designed an automatic approach to identify refactoring operations that have been implemented during coding activity, which inspires quality community to investigate more about developers’ practices in refactoring activities to add value in the improvement of the software quality. In the work of RefactoringCrawler [11], their an automated tool detects refactoring operation in java languages which is designed as an Eclipse plugin called RefactoringCrawler. Their approach detects refactoring based on similar fragments in source files between two version. In Ref-finder tool [21], their work has produced an Eclipse plugin called to determine refactoring occurred in two version of java projects by utilizing the benefit of s the syntax tree to compute structural change-facts. However, these tools limits researchers from being free in terms of selecting their preference of platform since they are an Eclipse plugins.

An easy way to classify most refactoring papers is by which refactoring method they focus on. Five main categories were identified: Extract Class, Extract Method, History, Move Method, and Combination. Out of the five, Extract Class, Extract Method, and Move Method are the most similar, as they are all traditional refactoring implementations. History is unique as it focuses on using version history to identify refactoring opportunities, making its papers more closely related to detection than correction. Combination papers touch on several refactoring methods.

The papers centered around Extract Class and Extract Method were the most grounded.
They tended to build upon the existing Extract frameworks, and proposed improvements to established approaches that seemed genuinely well-researched and tested, if occasionally somewhat situational. Move Method papers emulated this practice as well, but had the widest range of improvements of the three [18]. While one paper might focus on efficiency, the other might propose a way to rank refactoring candidates. History papers had an interesting similarity in that almost all of them utilized HIST in some way, shape, or form [38, 33]. This worked in their favor, providing a common background for any reader interested in that particular domain, as well as a starting point for personal experimentation or development.

However, the Combination papers were the most unique. They benefited from not pigeonholing themselves into a single refactoring method. This lack of a singular focus did not make them too generic or large, because they tended to focus on something other than approaches to the established refactoring methods; they focused on prioritization of recommendations. One paper suggested techniques for recommending refactoring methods in large systems [6]. Another paper in particular presented an approach to prioritizing code smells for refactoring, somehow managing to provide significant information relevant to the domain of code smells in a refactoring methods paper [44]. This was one paper that remained relevant in both literature reviews. These papers provide a valuable service in establishing common researching ground between the domains of code smell detection and refactoring methods.

As more as software community become interested in improving the quality aspects by learning from the detected refactoring operations, it produces more competitive tools. One independent tool called RefDiff in the work of has proposed their approach of detecting java refactoring operations [42] then extended their approach to collect refactoring activities in two well-known program languages (C and JavaScript) [41], then including Go parser to understand the operated refactoring in Go language by developers [8]. One well engineered tool called Refactoring Miner from the work of [43], they has proposed method to detect refactoring activities from two commits pushed in repository, which their
tool can be used as API (An application programming interface) for java projects. Their tool provides us confidence in the tool’s detection since it has high scores in precision and recall compared with other state-of-the-art refactoring detection tools. Their tools detects 14 types of refactoring operations that are provided in the table 3.1.

Although many research papers mainly participated in improving the criteria of a refactoring recommendation with the aim of increasing the quality of detection, the refactoring recommenders a deficiency in their recommendation approach. This deficiency motivated Niu et al. [30] participate in refactoring area to provide a sound detector with a new approach (i) to recommend which type of refactoring should be applied on source code and (ii) to locate where the refactoring should be refactored by using requirements traceability. The interest of recommending refactoring based on feature request among researchers has been increased, which leads to design multi-class/multilabel learner from feature request in order to recommend one of 14 common refactoring operations [32]. This work is our baseline work where we built different model to solve a single-label/ multi-class problem.

<table>
<thead>
<tr>
<th>Refactoring Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract Interface</td>
<td>To Create an interface class with common operations from the current class</td>
</tr>
<tr>
<td>Extract Method</td>
<td>To move a portion of code from a method to initial a new method fit the moved method</td>
</tr>
<tr>
<td>Extract Superclass</td>
<td>To Create a shared superclass that contains all the identical fields and methods .</td>
</tr>
<tr>
<td>Inline Method</td>
<td>To replace method invocation with the method’s content.</td>
</tr>
<tr>
<td>Move And Rename Class</td>
<td>Two operations implemented: to move a class to different package and update the class</td>
</tr>
<tr>
<td>Move Attribute</td>
<td>To move an attribute from one class to another</td>
</tr>
<tr>
<td>Move Class</td>
<td>To move a class from one package to another</td>
</tr>
<tr>
<td>Move Method</td>
<td>To move a method from one class to another</td>
</tr>
<tr>
<td>Pull Up Attribute</td>
<td>To pull the identical attributes from sub-classes to superclass</td>
</tr>
<tr>
<td>Pull Up Method</td>
<td>To pull the identical methods from sub-classes to superclass</td>
</tr>
<tr>
<td>Push Down Attribute</td>
<td>To push an attribute used by only one class from superclass to its sub-class</td>
</tr>
<tr>
<td>Push Down Method</td>
<td>To push the method used by only one class from superclass to its sub-class</td>
</tr>
<tr>
<td>Rename Class</td>
<td>To change the name of a class identification</td>
</tr>
<tr>
<td>Rename Method</td>
<td>To change the name of a method identification</td>
</tr>
</tbody>
</table>
3.2 Software Requirement

One earlier work [30] has proposed an approach to ensure that feature request are efficiently adapted in the source code by designing traceability-based refactoring recommendation. Their approach (1) identify the portion of code that should be refactoring by utilizing the benefit of the developing requirements and the source code to accurately locate where the software should be refactored. (2) determine the candidate refactoring operation in order to operate it to prevent software flaws from being introduced. Another study [31] inspired by [30] has proposed a recommendation approach that utilizes requirements traceability and code metrics (i.e., cohesion and coupling) to provide refactoring operations in order to enhance the software design. These [31, 30] both works have shown a proven the important role of understandability of the candidate refactoring solution during the requirements, leading to reduce the human effort and time-consuming in fixing software flaws. The main different between our work and our baseline work is that our work leverages feature requests as well to automatically suggest refactoring solution with a help of multi-class approach. We feed our machine model with single-label/multi-class dataset as suggested refactoring operations in the table 4.1.

We opt these types because mining tools i.g. [43] to extract refactoring activity has an ability to identify only 14 types used by our baseline to collect their dataset. Despite of our model different from our baseline model [32], we utilize their dataset for a seek to compare our findings.

3.3 Classification of Text Documents

Recent works [23, 4, 1] have proposed an automated approaches on the commits to discover the possibility of optimizing the refactoring activity in order to reduce the human effort and improve the quality aspects of the software system by a help of classification model. In the work of Alomar et al. [2], their motivation was to recommend a refactoring
operations for method level by learning from the commit message. Their work was challenged in different classifiers (Random Forest (RF), Gradient Boosting Machine (GBM), Logistic Regression (LR), One-vs-All strategy, Support Vector Machine (SVM), Locally Deep SVM (LD-SVM), Averaged Perceptron Method (APM), and Bayes Point Machine (BPM), Logistic Regression (LR), Random Forest (RF), Decision Jungle (DJ), and Neural Network (NN)). Their findings in their best model has shown that their model has an ability to predict the candidate refactoring types based on learning from terms frequency in GBM the highest average F-score of 0.59.

Another work [32] has utilized the benefit of NLP to improve their previous work [31] by approaching just-in-time method that could suggest one of 14 refactoring operation based on feature request. Their approach take feature request as input to recommend a refactoring operation i.g. Move Method or Extract Class. These refactoring was extracted from open source projects by a help of Refactoring Miner tool [43], then they minied requirements traceability to extract feature requests from the given open source projects. Their solution was to solve multi-label/multiclass problem in order to increase the accuracy of refactoring predction, shown that their recommending model scored with accuracy of 0.83. The main different between our work and our baseline work is that our work leverages feature requests as well to automatically suggest refactoring solution with a help of multi-class approach. We feed our machine model with single-label/multi-class dateset.
Chapter 4

Approach

In this chapter, we first present the overall framework of the feature request-based refactoring recommendation, then we detail each step of this process.

4.1 Overall Feature Request Framework

Our approach addresses a multi-class classification problem where the goal is to predict the appropriate refactoring type given a feature request. The proposed solution to automate the refactoring recommendation follows a series of successive steps as depicted in figure 4.1. The input data represents a collection of feature requests labeled with 14 refactoring types, which was publicly available on GitHub [https://github.com/nyamawe/FR-Refactor]. It is worth noting that the labeling process is based on efficient mining tools (i.e., RefDiff [42] and RMINER [43]) providing high scores of precision and recall reaching 98% and 87% for RMINER, and 76% and 86% for RefDiff respectively. Before splitting our input data into train and test sets, the first step to follow is to pre-process the natural language texts of the feature requests so as to clean the learning data. The following step concerns the feature extraction allowing the conversion of textual data into a numerical representation suitable for training classifiers. Then, being aware of the class imbalanced learning data, we applied sampling techniques to inhibit bias of classifiers towards the most representative classes. The final step trains machine learning classifiers based on the sampled data and evaluates the resulting learners on regarding new requirements. We detail each step of the presented workflow in the next section.
4.2 Feature Request Classification

4.2.1 Dataset

Our learning process relied on the large public dataset reported by Nyamawe et al. [32]. It is a rich source of data collected from 55 open source Java projects gathering altogether 18,899 feature requests. Thus, our choice for such data relies on the variety of the covered domains, the public availability, the large number of training instances allowing an improved learning, and the data integrity. In fact, the included feature requests were annotated by two refactoring detection tools among the best performing state-of-the-art ones (i.e., RefDiff [42] and RMINER [43]). At first, this dataset was introduced in the context of multi-class and multi-label classification when refactoring may be one of 14 values and one feature request may be associated with more than one type of refactoring. The data distribution was displayed in Table 4.2, where rows are grouped by the refactoring subject (method, attribute, class or interface) and sorted in the descending order of the class size. In our study, we focus on the most common classes, which are mainly related to the method-based refactoring as the most frequent subject. Thus, our learning data cover...
feature requests which have been resolved through one of the following refactoring types: Extract method, Rename method, Move method or Inline method. Under each category, it is worth noting that each feature is used once so as to handle a single label classification task. Our data distribution is summarized in Table 4.1. Excluding the multi-labeled feature requests justifies the differences in sizes of the same class shown in both Tables 4.2 and 4.1.

Table 4.1: The distribution of refactoring types [32]

<table>
<thead>
<tr>
<th>Refactoring Type</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract Method</td>
<td>3067</td>
</tr>
<tr>
<td>Rename Method</td>
<td>1592</td>
</tr>
<tr>
<td>Move Method</td>
<td>303</td>
</tr>
<tr>
<td>Inline Method</td>
<td>298</td>
</tr>
<tr>
<td>Pull Up Method</td>
<td>50</td>
</tr>
<tr>
<td>Push Down Method</td>
<td>17</td>
</tr>
<tr>
<td>Move Attribute</td>
<td>84</td>
</tr>
<tr>
<td>Pull up Attribute</td>
<td>28</td>
</tr>
<tr>
<td>Rename Class</td>
<td>310</td>
</tr>
<tr>
<td>Extract Super-class</td>
<td>46</td>
</tr>
<tr>
<td>Move And Rename Class</td>
<td>59</td>
</tr>
<tr>
<td>Move Class</td>
<td>367</td>
</tr>
<tr>
<td>Extract Interface</td>
<td>47</td>
</tr>
<tr>
<td>Push down Attribute</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 4.2: The distribution of refactoring types in our dataset

<table>
<thead>
<tr>
<th>Refactoring Type</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract Method</td>
<td>2463</td>
</tr>
<tr>
<td>Rename Method</td>
<td>1111</td>
</tr>
<tr>
<td>Move Method</td>
<td>206</td>
</tr>
<tr>
<td>Inline Method</td>
<td>228</td>
</tr>
</tbody>
</table>
4.2.2 Data Pre-processing Techniques and Feature Modelling

Pre-processing learning data is an important step to enhance the classification performance. To this end, we perform common preprocessing techniques on the introduced feature requests using Python Natural Language Processing Toolkit (NLTK) of the scikit-learn API [scikit-learn].

Stop-word Removal

Meaningless common English words such as *is, am, are, if, for, the, etc.* are removed to clean data from noise. In this study, we use the stop-word list [39].

Lemmatization

Lemmatization in linguistic is the process of mapping a word to its root form. For example, the words "studying","studies", and "studied" are mapped to the word "study" by WordNet for mappings[36, 35, 13]. Such strategy treats similarly different words having the same base, which reduces the complexity of the natural language processing activities. In our study, we rely on lemmatization as it would know that the word better is derived from the word good, and hence, the lemm is good. However, in stemming, this is not possible. So, it suffers from over-stemming or under-stemming. For example, the word "better" could be reduced to either "bet", or "bett", or just retained as better. Therefore, we use lemmatization to process the text of the issue. This reduces the search space to only fewer keywords that can be later used to indicate a given refactoring type over another.

Lowercasing

Lowercasing is the process of making each letter lowercased so as to handle similarly the same words with different case. For example, the three words "Query", "QUERY", and "QUery" map to the same lowercase form "query". Such strategy solves the sparsity issue and allows the removal of all the stop-words.
Noise Removal

Special and punctuation characters like '!', '?', '*', etc. are removed before training with the natural language.

N-Gram Feature Selection

An N-gram means a set of N words in an textual example, extensively utilized in natural language processing tasks. The N-gram is represented as a set of co-occurring words to help a machine a better understand by looking surrounding the context and moving one word forward. As an example for 2-gram (bigram), if we have an example ”read this book soon”, the bag of word would have ["read this","this book","book soon"]. The window of the grams can be extended to be tri-grams or more.

Length-Frequency

It is an approach that studies the length of words by counting its letters[28]. It was found that shortest words were the most frequent. We remove all long words, resulting in reducing all function name since they would be large i.g ”AddressingSubmissionInHandler”. We found that using this technique when processing messages from commits and issues allows the removal

Feature Modelling

The preprocessed features, written in natural language, need to be converted into numerical representation so that they can be involved easily into the classification process. Therefore, each bag of words composing a feature request is associated to a vector of weights referring the importance of the corresponding token in the corpus. In our study, weights are computed using one of the most common techniques used for vector space modelling, which is the TF-IDF quantifier [40]. As shown in Listing 4.2, this measure joins the term frequency (TF) and inverse document frequency (IDF), where $TF(t, d)$ defines the number of times the term $t$ appears in a document $d$, and $IDF(t, d)$ defines the number of documents in the
corpus $D$ that contains the term $t$ [32].

$$\text{tf}(t, d) = \frac{f_d(t)}{\max_{w \in d} f_d(w)}$$

$$\text{idf}(t, D) = \ln \left( \frac{|D|}{|\{d \in D : t \in d\}|} \right)$$

$$\text{tfidf}(t, d, D) = \text{tf}(t, d) \cdot \text{idf}(t, D)$$

$$\text{tfidf}'(t, d, D) = \frac{\text{idf}(t, D)}{|D|} + \text{tfidf}(t, d, D)$$

$f_d(t) :=$ frequency of term $t$ in document $d$

$D :=$ corpus of documents

Figure 4.2: TF-IDF.

### 4.2.3 Training and Prediction

Once the data is cleaned and well represented in a vector space model, it is therefore subject to machine learning algorithms for training and prediction. Our classifier handles a multi-class problem which predicts one of the four method-based refactoring mentioned above (i.e., Extract method, Rename method, Move method and Inline method), given a feature vector. To train the classifier, we split the whole dataset into training and testing sets with a 70% and 30% distribution, respectively. Since the class distribution is still imbalanced as shown in Table 4.1, we perform sampling techniques on the training data so that to avoid the bias of the classifier towards the majority classes (i.e., Extract Method and Rename Method). Therefore, all the classes are equally represented through one of four sampling strategies: two under-sampling methods (RUS and NearMiss [12, 26]) and two over-sampling ones (ROS and SMOTE [9, 12]). RUS and ROS stand for Random Under-Sampling and Random Over-Sampling, respectively; whereas SMOTE signifies Synthetic
Minority Oversampling Technique. Each technique could have an impact or effectiveness on the model performance. Several research have explored the performance of balancing techniques; the work of [12] showed the under-sampling approach reduced the misclassification costs while the over-sampling approach in our baseline work [32] improved their model ability to recommend the refactoring type. Based on balanced training data, different candidate learning algorithms may be used. There is no a winner learner which works best for every problem. In fact, its performance depends on many factors such as the size and the structure of the data, the relevance and the integrity of the learning instances, the linearity of the problem, etc. Hence, we perform a comparative study of six common learning algorithms suitable for handling a multi-class NLP task. The candidate algorithms are Linear Support Vector Machine (LSVM)[45], Logistic Regression (LR)[22, 3], Neural Network (NN)[19], Random Forest Decision Tree (RFDT)[37], Multinomial Naive Bayes (MNB)[27], and Stochastic Gradient Descent (SGD)[29]. The performance of each algorithm is evaluated on real hold-out set of feature requests according to common statistical measures: Precision 2.2, Recall 2.3, Accuracy 2.1, and F1-Score 2.4. The experimental results of the comparative study are presented in chapter 5.
Chapter 5

Experimental Results

In this chapter, we evaluate the effectiveness of our approach to recommend the appropriate refactoring type for new users’ requirements. All experiments were performed using Python scikit-learn and NLTK API. The evaluation of the already mentioned classifiers (i.e., Linear Support Vector Machine (LSVM), Logistic Regression (LR), and Neural Network (NN), Random Forest Decision Tree (RFDT), Multinomial Naive Bayes (MNB) was in response to four research questions:

RQ1: To what extent our supervised learning could effectively recommend a software refactoring for new feature requests?
RQ2: What is the impact of resampling techniques on the classification performance?
RQ3: What is the best performing resampling technique?
RQ4: How effective is our machine learning in recommending refactoring based on our baseline resampling approach?

We present our experimental results to study each RQ in the following subsections.

5.1 RQ1: To what extent our supervised learning could effectively recommend a software refactoring for new feature requests?

To answer this question, we trained the above mentioned classifiers by using the parameter setting as employed by [32] based on their source code for SGD while relying on the default parameter setting of scikit-learn API for the rest of learners (LR, RFDT, MNB and
LSVM). For NN, we set the hyperparameters with: `solver='adam', alpha=0.0001, hidden-layer-sizes=(35), activation='tanh', shuffle=True` after testing a sum of parameters.

The input data represents 4,008 feature requests which were cleaned using feature engineering processes. Reminding that the class label belongs to four method-based categories as shown in Table 4.1. The learned classifiers are therefore evaluated using average accuracy, precision, recall and F1-measure. We present the performance evaluation results in Table 5.1. As it can be shown, RFDT, LR and MNB are the best-performing classifiers in terms of Accuracy and Recall with an average reaching 60%. In contrast, the remaining classifiers showed the best performance in terms of F-measure. Overall, performances of the 6 used classifiers are close. We opt for LSVM for further analysis since it shows the best performance in terms of F-measure firstly and Accuracy secondly. Thus, we draw the resulting LSVM's confusion matrix as depicted in Table 5.2. It presents the percentage of True Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN) for each class. TP are listed on the diagonal. As it can be shown, the Extract Method class was the best predicted class (TP Rate reaching 62%) whereas the Move Method was the worst predicted one (null TPR). From Table 4.2, it can be seen that the best performed class, Extract Method, corresponds to the majority one (61% of the whole dataset) whereas Move Method is associated to the least represented class (only 5% of the whole dataset). In fact, standard learning algorithms are always shown to be biased towards the majority class because of the lack of data to train efficiently the classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.60</td>
<td>0.47</td>
<td>0.60</td>
<td>0.46</td>
</tr>
<tr>
<td>Random Forest Decision Tree</td>
<td>0.60</td>
<td>0.47</td>
<td>0.60</td>
<td>0.47</td>
</tr>
<tr>
<td>Multinomial Naive Bayes</td>
<td>0.60</td>
<td>0.36</td>
<td>0.60</td>
<td>0.45</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.56</td>
<td>0.48</td>
<td>0.56</td>
<td>0.50</td>
</tr>
<tr>
<td>Linear Support Vector Machine</td>
<td>0.57</td>
<td>0.48</td>
<td>0.57</td>
<td>0.50</td>
</tr>
<tr>
<td>Stochastic Gradient Descent</td>
<td>0.54</td>
<td>0.47</td>
<td>0.54</td>
<td>0.50</td>
</tr>
</tbody>
</table>
To address this class imbalance problem, we performed sampling techniques looking for balancing the class distribution either by under-sampling the majority class or by over-sampling the minority one. We study the impact of such strategies in the following section.

![Confusion Matrix](image)

Figure 5.1: Confusion Matrix

<table>
<thead>
<tr>
<th>Target</th>
<th>Extract Method</th>
<th>Inline Method</th>
<th>Rename Method</th>
<th>Move Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extract</td>
<td>692 (62%)</td>
<td>2 (40%)</td>
<td>1 (33%)</td>
<td>103 (53%)</td>
</tr>
<tr>
<td>Inline</td>
<td>65 (6%)</td>
<td>2 (40%)</td>
<td>1 (33%)</td>
<td>4 (2%)</td>
</tr>
<tr>
<td>Move</td>
<td>73 (7%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>21 (11%)</td>
</tr>
<tr>
<td>Rename</td>
<td>290 (26%)</td>
<td>1 (20%)</td>
<td>1 (33%)</td>
<td>67 (34%)</td>
</tr>
</tbody>
</table>

Table 5.2: Explainable confusion matrix
5.2 RQ2: What is the impact of resampling techniques on the classification performance?

Due to the severe imbalance dataset, as observed in RQ1, we performed further investigation to balance only the training set for all classifiers with a well-known technique called Oversampling. This oversampling approach was introduced in our baseline work [32] showing a signification improvement in their model’s ability by balancing entire dataset. Unlikely, our experiment in balancing only training set shown in the table 5.3. The result obtained no effect on improving the performance of RFDT, LR , and LSVC with F1-score of 0.50, 0.50, and 0.51 on average respectively. The scores of NN and SGD had a slight improvement on average except their F1-score having 0.50. Unlikely, the prediction performance of MNB to classify the refactoring type slightly decreased with accuracy, recall, and f1-measure of 0.40, 0.40, and 0.42 , respectively except precision having an improvement with 0.46. Due to a slight improvement on average for classifiers, we validated their feature selection to understand and to explain how the model behavior works. We leveraged LSVC to extract top 10 features from each refactoring type. We found that our bag of words had 24 common texts occurred in multiple refactoring type, 5 of which are overlapped among all refactoring operations. As recognized from the common terms ("use","add","creat","support","new") that shared in labels(Extract method, Rename Method, Inline method and move method),"use” term; for instance, was mentioned in Extract method 1634 times, leading to confuse the model with a strong enforcement. This phenomenal changed the direction of an optimal performance due to relying on Extract Method’s features. Overall, since LSVC was the only classifier shown an improvement on its results with balancing technique among its competitor classifiers, we leveraged LSVC to examine its prediction of refactoring type based on feature requests with additional balance techniques.
Table 5.3: The performance of balancing training set

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.52</td>
<td>0.48</td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td>Random Forest Decision Tree</td>
<td>0.58</td>
<td>0.49</td>
<td>0.58</td>
<td>0.50</td>
</tr>
<tr>
<td>Multinomial Naive Bayes</td>
<td>0.40</td>
<td>0.46</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.57</td>
<td>0.48</td>
<td>0.57</td>
<td>0.50</td>
</tr>
<tr>
<td>Linear Support Vector Machine</td>
<td>0.55</td>
<td>0.49</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>Stochastic Gradient Descent</td>
<td>0.55</td>
<td>0.48</td>
<td>0.55</td>
<td>0.50</td>
</tr>
</tbody>
</table>

5.3 RQ3: What is the best performing resampling technique?

Apparently, our dataset has imbalanced class instances, causing a miniclassification for minority instances. As desired to rule the behavior of our model, we performed four popular balance techniques to reveal its effectiveness with class-imbalance problems in order to validate and select the optimal one with a better chance to learn about all refactoring types, not only those with high target frequency. This investigation was motivated to understand whether the model could obtain the ability to identify the refactoring operation from the balanced feature request or not. We utilized of the following balance techniques (oversampling, undersampling, SMOTE, and NearMiss) on LSVC in order to evaluate their effectiveness. As table 5.4 revealed it behavior in the all candidate techniques, we noticed that when the minority of the class instances is increased to match the number of the majority ones, the ability of the model to determine how to predict a class from a given feature request increased as oversampling and SMOTE techniques shown. The approach of undersampling and NearMiss techniques introduced bias to the model. This provided a clue that the majority of instances can tackle somehow the model’s understandability as shown in the study of [24]. They conducted a study that explored the effectiveness of the distraction of class instances for training and testing data sets—their findings stated that the model performance can be extended to obtain the capability of learning from splitting the dataset
with ratio of 80 for training and 20 for testing. In our experiment, when we performed a similar investigation to determine the optimal class distribution for balancing training set, we found that the distribution ratio of 90 for training can increase the learning ability of our model from 0.51 to 0.53 for F1-score.

<table>
<thead>
<tr>
<th>Balance Technique</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oversampling</td>
<td>0.55</td>
<td>0.49</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>Undersampling</td>
<td>0.29</td>
<td>0.47</td>
<td>0.29</td>
<td>0.34</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.54</td>
<td>0.49</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>NearMiss</td>
<td>0.25</td>
<td>0.47</td>
<td>0.25</td>
<td>0.29</td>
</tr>
</tbody>
</table>

5.4 RQ4: How effective is our machine learning in recommending refactoring based on our baseline resampling approach?

Our baseline work [32] showed that the optimization in their classification model with their balance technique (oversample the training and testing data sets as one entity) improves accuracy to 0.83 for SVM (LSVC)–– our LSVC model obtained the highest result among its competitor algorithms as our baseline work found. We hence adapted their optimization approach of balance technique in our LSVC model that it has its processed and feature extraction approach to understand how effective their approach. Our findings from the combined techniques stated that the classification of refactoring type from our model has an ability to behave precisely with F1-score and accuracy of 0.90 on average. Our phases in preparing the features before feeding them into the model declares that we had a sound optimization in the model capability to extract and clean the data sets. Despite of the remarkable effectiveness with overall high F1-score, the reflection of the actual model quality is uncertain due to the dataset overbalancing causing overfitting. This explains that we only
need to balance the training set to prevent the model from having an error introduced.

| Summary. In terms of suggesting refactoring operation for a given feature request, our LSVC model performance with the distribution ratio of 90 for balanced trained set had a capability to recommend a refactoring type for developers in a favor of just-in-time with F1-score of 0.53. |
Chapter 6

Threats to Validity and Future Work

This chapter introduces the potential internal and external threats to the validity of our study. We also address our tentative future plan that could increase the performance of our model.

6.1 Threats to Validity

One internal threat is that our study used a subset of dataset that was collected by our baseline work [32], which was explored to verify how the NLP could recommend one of the four refactoring types in the method level for the given feature request. This extraction of subset from dataset could mislead the classification prediction since they were a few examples. Another possible internal threat could be in our approach that excluded cross-validation algorithm. This algorithm could minimize the error variation of the classification learning evaluation by splitting the distribution into several folds. Additional threat is that we omitted stratify approach that helps to equally distribute the quantity of examples, although we ensured that our data distribution was equally split without stratify approach. Finally, the obtained dataset includes a large number of feature requests having unintentional need to introduce optimization for the design structure resulting a poor description for feature requests. As external threat, our model heavily relies on NLP libraries (i.e. NLTK and scikit-learn), although they are well-known and the most popular APIs for NLP.
6.2 Future Work

This study sheds lights on the capability of the text classification model to recommend refactoring operations in method level based on learning from a feature request. Our future work should extend and include all 14 types of refactoring. This would help our tentative plan to cover the quality aspects of development. Additional goal is to cure the severe imbalance dataset by collecting a large number of examples. Then, using more resampling strategies e.g. hybrid resampling techniques with more models to potentially improve the performance accuracy. This will help the classification model when each class has enough unique term frequency to identify themselves among other classes. For better learning, it would be ideal to collect well-descriptive feature requests in order to improve the way of how the model learn. Also, we should consider all overlapping keywords as stop words to help in better discriminating between the classes. Another plan is to included cross-validation algorithm to reduce the error variation. Last major future work would be designing hierarchical classifier to verify whether the feature request needs to be refactored or not and then suggest the refactoring type. In fact, some feature requests can be adapted into code without perform any refactoring operation.
Chapter 7

Conclusion

Software engineer receives new feature requests to adapt them in the source code, hence, some refactoring operations are required to serve the design quality requirement e.g. maintainability. This thesis presents an automated approach with help of just-in-time method to recommend a refactoring type to developers for optimal adaption of feature request. The designed approach is a machine learning model that receives feature request as an input to analyze it then suggest a refactoring type as an output. We perform an evaluation of five different multi-class classifiers. We first compare between classifier models without preforming balance techniques and then balance all classifiers in different experiments to track the optimization of the model performance. Finally, we validate several balancing techniques for Linear Support Vector Machine model. Our findings indicate that our approach with a help of our Linear Support Vector Machine model performance with the distribution ratio of 90 for balanced trained set increase the result of F1-score to reach 0.53.
Bibliography


