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Abstract

Displays have undergone a huge development in the last several decades. From

cathode-ray tube (CRT), liquid crystal display (LCD), to organic light-emitting

diode (OLED), even Q-OLED, the new configurations of the display bring more and

more functions into industry and daily life. In the recent several years, high dynamic

range (HDR) displays become popular. HDR displays usually refer to that the black

level of the display is darker and the peak being brighter compared with the stan-

dard dynamic range (SDR) display. Traditionally, the peak luminance level can be

used as the ”white” in characterization and calibration. However, for HDR displays,

the peak luminance is higher than the traditional diffuse white level. Exploration of

the perceptual diffuse white in HDR image when presented in displays is proposed,

which can be beneficial to the characterizing and the optimizing the usage of the

HDR display. Moreover, in addition to the “diffuse white”, 3D color gamut volume

can be calculated in some specific color appearance models. Calculation and mod-

eling of the 3D color gamut volume can be very useful for display design and better
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characterizing display color reproduction capability. Furthermore, the perceptional

color gamut volume can be measured through psychophysical experiments. Com-

parison between the perceptional color gamut volume and the theoretical 3D gamut

volume calculations will reveal some insights for optimizing the usage of HDR dis-

plays. Another advantage of the HDR display is its darker black compared with the

SDR display. Compared with the real black object, what level of black is ‘perfect’

enough in displays? Experiments were proposed and conducted to evaluate that if

the HDR display is capable of showing “perfect” black for different types of back-

ground images/patterns. A glare-based model was proposed to predict the visual

“perfect” black. Additionally, the dynamic range of human vision system is very

large. However, the simultaneous dynamic range of human vision system is much

smaller and is important for the fine tuning usage of HDR displays. The simultane-

ous dynamic range was measured directly for different stimulus sizes. Also, it was

found that the simultaneous dynamic range was peak luminance level dependent.

A mathematical model was proposed based on the experimental data to predict the

simultaneous dynamic range. Also the spatial frequency effect of the target pattern

on the simultaneous dynamic range was measured and modeled. The four differ-

ent assessments about HDR displays perception would provide experimental data

and models for a better understanding of HDR perception and tuning of the HDR

display.
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Chapter 1

Introduction

The display has become an important tool in daily life in delivering images and videos.

From the cathode-ray tube (CRT) display to the current LCD display, display becomes more

efficient and larger. Recently, high dynamic range (HDR) displays become more popular.

Compared with the tradition standard dynamic range (SDR) display, HDR displays pro-

vide a higher dynamic range, “blacker” on the black level and brighter on the peak luminance.

The SDR signal standard allows maximum 100 cd/m2 peak luminance with a requirement

of black level less than 0.5 cd/m2. The current commercial HDR display can easily achieve

a 600 cd/m2 peak luminance and a black level ≤0.01 cd/m2. Also along with the increasing

dynamic range, the HDR display usually includes a wider color gamut presenting more vivid

and colorful image/video. The traditional Rec. 709 adopts the sRGB color gamut primaries.

Now, the OLED display can achieve DCI/P3 color gamut coverage easily. Also, quantum

dot (QD) technology, which works like a spectral filter on the light emitting diode, could

further expand the primaries coverage on the chromaticity diagram.

Color gamut area over the chromaticity diagram is usually used to illustrate the display’s

ability in color reproduction. However, the real color gamut used to display colors is the

3D volume rather than the 2D chromaticity diagram. The 2D chromaticity diagram is more

of an easy way in illustrating the hues of the primaries but not the real primaries. It is
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necessary to explore the 3D color gamut volume. The first part of this thesis focuses on the

3D color gamut volumes expressed in color appearance spaces, including a novel calculation

method, analysis, a mathematical model and an independent validation.

The 3D color gamut volume of a display is the computational volume in a designated

3D space. It is meaningful for manufacturers to better understand and explain the color

reproduction ability of the display. However, it may not be the same in terms of the visual

experience in the perspective of the normal observers or the consumers. Therefore, it is

also important to evaluate the display’s color reproduction ability in the perspective of the

normal observers. There is very limited related work so far. Therefore, in addition to the

computational 3D color gamut volume, two color gamut volume evaluation experiments were

conducted and analyzed for evaluating displays’ color reproduction ability in the perspective

of normal observers.

Another important question for HDR display is the diffuse white level. Diffuse white is a

fundamental concept in almost all color appearance models, where the diffuse white is used

as an anchor point, and is important for display characterization. For SDR display, the peak

luminance level is usually used as diffuse white in the characterization. When displaying

images, the diffuse white is close to the peak luminance level of the SDR display. However,

for the HDR display, the diffuse white level is not necessarily to be the peak luminance,

and usually it is much lower than the peak luminance. The peak luminance would be too

high to be considered as the diffuse white level as the high luminance range are mostly used

for highlights, specular reflection, direct lighting, etc. It would be necessary to explore the

diffuse white level for the practical usage of the HDR display. On the HDR capture side,

the diffuse white would be important for the calibration and the exposure setting.

As introduced before, a “deeper” black level compared with the SDR display is another

important feature of the HDR display. There have been many studies about how “black” is

good enough. It varies a lot among the experiments’ designs and the applications. The result

could also depend on the display. With the development of HDR displays, they can achieve
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a much deeper black, especially the OLED HDR display. It is worth exploration about the

black level of the HDR display, i.e. how black is enough, how that varies with patterns

and image, and if those are predictable. This can be considered as visually ‘perfect’ black.

Experiments were designed and conducted to measure the visual ‘perfect’ black level under

different backgrounds and different patterns. A model was built to predict the ‘perfect’ black

level.

Lastly, the simultaneous dynamic range was measured. The simultaneous dynamic range

refers to the dynamic range when the bright and dark area are presented simultaneously to

the observers. It is known that human visual system can adapt to a 14 log unit luminance

level, where 10−6 cd/m2 to 1 cd/m2 is called scotopic vision and 0.01 cd/m2 to 108 cd/m2

is called photopic vision. However, the simultaneous dynamic range will be much lower due

to two reasons: 1) restriction on adaptation, the bright region would prevent the complete

adaptation on the dark region, and 2) the glare caused by the bright region on the visual

system will impair the discrimination capability in the dark region as well. There has been

research on the simultaneous dynamic range, mainly through physiological measurement,

i.e. the response of the photoreceptors. The recent psychophysical measurement was not a

direct measurement. Therefore, this work from this study would provide more psycophysical

measurement data and be beneficial to some HDR applications, especially some fine-tuning

and mapping method, optimization of HDR displays.

1.1 Organization

In this thesis, the goal is to explore the HDR display in four different aspects: the 3D color

gamut volume, the diffuse white level, the ‘perfect’ black level in HDR displays, and the si-

multaneous dynamic range. In the background, Chapter 2, some general concepts about the

human vision perception, colorimetry, color appearance model, and psychophysics are intro-

duced and explained. In chapter 3, HDR display technologies, and proposed color spaces and
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models for HDR will be presented, explained and summarized. In Chapter 4, the 3D color

gamut volume in the color appearance models will be calculated and modeled. Moreover,

the perceptual color gamut volume will be explored through several experiments. In Chapter

5, the perceptual diffuse white in HDR images will be explored through several psychophys-

ical experiments. The result would be helpful in HDR video/image capture and the color

appearance calculations of images on the HDR display. In Chapter 6, the work exploring

the black level on the display, mainly measuring the JND step from the ‘perfect’ physical

black sample on different background images/patterns, is presented. A glare-based model

is proposed to predict the “perfect” visual black. In Chapter 7, the simultaneous dynamic

range work was presented. The simultaneous dynamic range was measured for different peak

luminance levels and different stimulus sizes. A mathematical model, predicting the simul-

taneous dynamic range for different stimulus size, is proposed based on experimental data,

and tested by some independent data. Finally, Chapter 8 will summarize the four different

aspects, and future work, along with the publications from these studies. In the Appendix,

there are some Matlab code used in the work and one independent study from the PhD

program, “Visual Search with Chroma Series on Different Background Colors”, is included.
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Chapter 2

Background

This dissertation is focusing on the HDR display perception in four different aspects. It

includes a theoretical color gamut volume, the perceptual color gamut volume, the diffuse

white level in HDR image, the “perfect” black level in displays, and the simultaneous dynamic

range. The 3D color gamut volumes are the 3D volume in the color spaces. It is necessary to

introduce some color spaces concepts in the background. Moreover, in addition to the color

spaces, the color appearance models are developed to predict more visual effects. Also, the

color gamut volume in color appearance model spaces is more meaningful. Additionally, the

psychophysical experiments are a typical way in measuring the observers’ perceptual color

gamut volume. Therefore, psychophysics is also included in the background. To sum up,

the background chapter includes four different parts: 1) a general introduction of human

color vision system (section 2.1); 2) basic concepts about colorimetry (section 2.2); 3) color

appearance models (section 2.3); 4) psychophysics (section 2.4).
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Figure 2.1: Anatomic diagram of the human eye [1].

2.1 Human Color Vision System

2.1.1 Eye

Figure 2.1 shows the anatomic diagram of the human eye with labels of the key components.

The cornea is the transparent part of the front of the eye. It is the first structure of human

vision system that interacts with incident light. The iris is the structure controlling the

pupil, which is similar as aperture of a camera. Eye color is usually defined by the iris. After

the pupil, the light should go through the lens. The lens is a flexible structure with varying

optical refraction index. The center of the lens has higher refraction index than the edge.

The vitreous gel is the clear gel filling the space between lens and retina. It does no affect

human’s perception of color. The retina is another key structure in the eye having significant

impact on human color perception. It is a thin layer of cells located at the back of the eye.
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Figure 2.2: Organization of the retina [2].
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2.1.2 Retina

Figure 2.2 plots the organization of the retina. The light goes through the front layers of

cells. The rods and cones are the photoreceptors, which are excited by photons and emit

electrons into the cell system. The pigment epithelium is a layer mainly serving to absorb

photons passing through the rods and cones. This layer could reduce the scattering in

the rods and cones. The electronic signals from the rods and cones transmit into bipolar

cells directly. Usually each bipolar cell connects with multiple photoreceptors. One higher

layer would be the ganglion cells, which take multi bipolar cells as input. In addition to

this vertical structure, the horizontal cells and the amacrine cells are also important types

of cells. Horizontal cells usually span across photoreceptors and summate the signal before

passing to other photoreceptor cells. Amacrine cells have similar structure as horizontal cells

but operate at the inner nuclear layer. Amacrine cells connect the bipolar cells and affect

the synapses between bipolar cells and ganglion cells. Finally, the axons of the ganglion cells

comprise the optical nerve fiber. The nerve fiber layer is collected through the optical nerve

(Figure 2.1). The connections between these types of photoreceptor cells are much more

complex.

Another interesting fact about the photoreceptors is their distribution. As mentioned

above, there are two types of photoreceptors: rods and cones. Rods and cones mainly can

be distinguished by their function that the rods serve at low luminance level and the cones

serve at higher luminance level. Another interesting distinction between rods and cons is

the spatial distribution. Figure 2.3 illustrates the rods’ and the cones’ distribution across

the retina. Cones are usually concentrated on the fovea region and are much more sparsely

distributed on the periphery. The fovea lacks rods. While the density of the rods is the

highest on the side of fovea and gradually decreases onto the periphery. One thing that

should be noted is that there is a blind spot around 16 degree from the fovea, where the

optical nerve is located (see Figure 2.1).
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Figure 2.3: Distribution of rods and cons on retina [3].

2.1.3 Color Vision Theories

The well known color vision theory is trichromatic theory. This was developed based on the

work of Maxwell, Young, and Helmholtz, therefore it is also called Young-Helmholtz theory.

The theory assumed that three different images were formed based on the three types of

receptors. The three images were then transmitted into the brain for further processing. Of

course, there is no doubt about the three types of receptors. Another theory was proposed

by Hering [4]. This theory was based on some subjective observations. An interesting

finding was how color was described, that there was no reddish-green, yellowish-blue. Hering,

therefore, proposed the opponent color theory, that the color was defined by red-green,

yellow-blue, and light-dark. In modern days, the anatomy and some measurement methods

verified and measured the spectral sensitivity of the three receptors and the opponent theory

was modified more precisely as the signal difference between the three types of receptors.

Also, the purified hue was not exactly opponent against each other.

In addition to the color vision theories, there is another important mechanism in human

vision system: adaptation. The human vision system automatically adapt the sensitivity of

9



the photoreceptors under the viewing environment. This mechanism allows for the human

ability to see a wide range of absolute luminance level, from sunny bright outdoor to dim

night indoor. Besides the light-dark adaption, human vision system would also adapt to

colors. For example, if human vision was exposed to a uniform color area for a period of

time, vision system would see an opponent color of that when looking away at a grey or

white area. This is an important mechanism in explaining many human color vision effects.

Human color vision also has some spatial and temporal characteristics. Spatially, any

signal can be expressed as a combination of sinusoidal signals, which is also known as Fourier

transformation. The human color vision system has a response to the pattern with different

spatial frequency. This is close to Modulation Transfer Function (MTF) in optical systems,

which has different modulation to different frequency signals. In vision system, it is usually

explored through measuring the response of human vision system over the certain contrast

with different frequencies. So, this is also called contrast sensitivity function (CSF). The

CSF of the human vision system is close to a low pass filter with a peak response around 2-5

cycle/degree, and decreases gradually to zero at 60 cycle/degree [5]. This is the CSF of the

luminance channel or the CSF to the black-white contrast pattern. The CSF to red-green

pattern or yellow-blue can also be measured using the same method [6]. The human vision

system’s CSF of the color channels demonstrates similarity and differences compared with

the CSF of the luminance channel. First, CSFs of red-green and yellow-blue are also a low

pass filter shape. However, CSFs of both color channels have their peaks at 0 cycle/degree,

and decrease gradually. Both have much lower cutoff frequencies compared with that of the

luminance channel. The temporal CSF shares some similarities with the spatial CSF. The

temporal CSF of the luminance channel also has its peak sensitivity at 3-4 Hz, while the

temporal CSFs of the chromatic channels have their peaks at lowest frequency. Also, the

chromatic temporal CSF has a lower cutoff frequency than the luminance temporal CSF. Of

course, the curves can shift with the shape and the size of the measuring stimulus [7].
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2.2 Colorimetry

Color is a sensation essentially. For a precise color reproduction and exchange of colors, it

is necessary to precisely describe color. Colorimetry is the measurement of colors. A short

summary of some important concepts will be introduced.

2.2.1 Tristimulus Values & Color Matching Function

In colorimetry, a color is usually described and expressed as a set of three values mathemat-

ically. The direct understanding of the three values would be the three responses from the

three types of cones. For example, the three types of cones will have three responses to a

certain object. These three values can be called tristimulus values. Eq. 2.1 is the equation

to compute the tristimulus values/cones responses for any stimulus. LMS are the cones

responses. λ1 and λ2 are the spectral boundaries. Usually λ1 and λ2 are 360nm and 780nm.

Φλi
is the spectral intensity from a stimulus at a certain wavelength λi. Lλi

/Mλi
/Sλi

are

the cone sensitivities at λi. Lλi
/ Mλi

/ Sλi
are called color matching functions since stimuli

with the same LMS induce the same responses of human color vision system.

L =
∫ λ2

λ1
Φλi
∗ Lλi

∗ dλi

M =
∫ λ2

λ1
Φλi
∗Mλi

∗ dλi

S =
∫ λ2

λ1
Φλi
∗ Sλi

∗ dλi

(2.1)

In addition to the cones sensitivities, there are many matching functions that meet the

requirement that the computed matched tristimulus values from stimuli should be matched

for average observers. Actually, for any three primaries, the color matching functions can

be derived through a color matching experiment. Figure 2.4 illustrates the color matching

experiment. In the figure, R−G−B are the primaries. λi means the monochromatic stimulus.
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For any three primaries, observers can match the colors of the two semicircles. The matching

results can be derived by Eq. 2.2. Therefore, a series of monochromatic stimuli can result in a

spectral matching results, which are color matching functions for these three primaries. For

example, CIE (International Commission on Illumination) proposed RGB color matching

functions for three monochromatic primaries as 435.8nm, 546.1nm, and 700.00nm. The

more well-known color matching functions are XY Z from CIE, which is a transform of

R−G−B color matching functions. The main motivation of proposing XY Z is to eliminate

the negative values from the RGB color matching functions. XY Z color matching functions,

Eq. 2.3, have an additional scale k compared with the response function in Eq. 2.1. Here, k

is used to normalize the Y to 100 for the lighting source shown in Eq. 2.4. For a reflective

object, the reflectivity of an object does not change if the intensity of the lighting changes.

This, k, is used to prevent the effect of using lighting source with different intensities.

Figure 2.4: Illustration of color matching experiment.

RL +GL +BL + Φλi
= RR +GR +BR

Φλi
= (RR −RL) + (GR −GL) + (BR −BL)

(2.2)
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X =
∫ λ2

λ1
k ∗ Φλi

∗ xλi
∗ dλi

Y =
∫ λ2

λ1
k ∗ Φλi

∗ yλi
∗ dλi

Z =
∫ λ2

λ1
k ∗ Φλi

∗ zλi
∗ dλi

(2.3)

k = 100∫ λ2
λ1
Sλi
∗ yλi

∗ dλi
(2.4)

2.2.2 CIE Illuminants

CIE has proposed a number of spectral power distribution as CIE illuminants for colorimetry.

The standard illuminants include A, C, D65, D50, F2, F8, and F11. Before we introduce

these standard illuminants, an important concept should be explained, color correlated tem-

perature (CCT). This is an concept to describe a lighting source. The black body with a

certain temperature has a specific power distribution, known as the Planck function. The

power distribution will have the corresponding tristimulus values. The temperature of the

blackbody having the closest XY Z to the lighting is called the CCT of the lighting source.

Illuminant A has a CCT of 2856K. This is usually used when the incandescent illumi-

nation is of interest. CIE Illuminant C is a modified by a filter of illuminant C providing a

power distribution with CCT of 6774K. CIE illuminant D65 and D50 are two examples

from the CIE D-series of illuminants, which were built based on daylight measurements.

These two are the most used in colorimetry as they are used as defined white points for

many standards. CIE illuminant F is a series of power distributions representing fluores-

cent sources, with different CCTs. For example, F8 has the CCT of 5000K but a different

power distribution from D50. More details of these can be found in the CIE reports.
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2.2.3 Chromaticity Diagrams

The color of a stimulus is specified by the tristimulus values. For convenience, two di-

mensional representations of colors were developed as chromaticity diagrams. A projection

method is used to project the three dimensional tristimulus values into the 2D plane. There

are two chromaticity diagrams developed by CIE, xy and u′v′. CIE xy is simply normal-

ized XY by sum of XYZ, shown in Eq. 2.5. Chromaticity diagram has been used often to

illustrate colors, color difference, and color gamut. It should be noted that even through the

chromaticity diagram provides an easy way in showing colors, it discards one dimension of

the colors. Therefore, any quantization property on the chromaticity diagrams, i.e. color

difference, should be examined before being used. CIE established u′v′ to achieve a percep-

tual uniform chromaticity diagram. Even for this u′v′ diagram, it is only relative uniform

for constant lightness. Therefore, using only diagram for color difference should be avoided.

Chromaticity diagram with color has been used in all areas to illustrate the colors coverage

by TV and display systems. It should be noted that those colors used are never the real

colors as a chromatcity coordinate is not enough to represent a color.

x = X

X + Y + Z

y = Y

X + Y + Z

(2.5)

u’ = 4 ∗X
X + 15 ∗ Y + 3 ∗ Z

v’ = 9 ∗ Y
X + 15 ∗ Y + 3 ∗ Z

(2.6)

2.2.4 Color Spaces

A color space is a coordinate system which is used to describe colors. Therefore, any tristim-

ulus value is also called coordinate values in that color space. XYZ is the CIE tristimulus

color space, as well as the CIE RGB. In addition to the tristimulus color spaces, CIE es-
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tablished two opponent color spaces, close to lightness, chroma, hue spaces, CIELAB and

CIELUV. A short summary of the equations is provided in Eq. 2.7 (CIELAB), Eq. 2.8

(CIELUV).

Xn, Yn, Zn are the XY Z of the white point used. The X/Xn is used to model the

chromatic adaptation mechanism. The nonlinear cube root compression is used to model

the nonlinear response of the photoreceptors. C∗ab, hab are cylindrical representation of the

same system. The parameters for CIELUV in Eq. 2.8 have the similar meanings.

L∗ = 116 ∗ ( Y
Yn

)1/3 − 16

a∗ = 500 ∗ [( X
Xn

)1/3 − ( Y
Yn

)1/3]

b∗ = 200 ∗ [( Y
Yn

)1/3 − ( Z
Zn

)1/3]

C∗ab =
√
a∗2 + b∗2

hab = tan−1( b
∗

a∗
)

(2.7)

L∗ = 116 ∗ ( Y
Yn

)1/3 − 16

u∗ = 13 ∗ L ∗ (u’− u’n)

v∗ = 13 ∗ L ∗ (v’− v’n)

C∗uv =
√
u∗2 + v∗2

huv = tan−1(u
∗

v∗
)

(2.8)

In addition to the CIELAB, and CIELUV, there are many standard color spaces proposed

by other organizations for specific applications. Especially for television and internet com-

munication, a standard color space would facilitate the communication and the applications.

sRGB, standard Red Green Blue, is the most well known standard color space [8]. This was
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developed by HP and Microsoft in 1996. sRGB adopts the ITU-R BT 709 primaries and a

gamma close to 2.2. This gamma is close to the CRT display. Eq. 2.9 shows the conversion

from XY Z (normalized) to RGBlinear, which will be compressed through Eq. 2.10. It should

be noted that the conversion from XY Z to RGB requires the input XY Z should be that

under D65 illuminant.


Rlinear

Glinear

Blinar

 =


3.2406 −1.5372 −0.4986

−0.9689 1.8758 0.0415

0.0557 −0.2040 1.0570




XD65

YD65

ZD65

 (2.9)

y = 12.92 ∗ x(x <= 0.0031308)

y = 1.055 ∗ x1/2.4 − 0.055(x > 0.0031308)
(2.10)

2.2.5 Color Difference

Another important part of colorimetry is color difference. Color matching functions would

determine if two stimuli match with each other for an average observer, but it would not

indicate their difference if they do not match. A color difference formula was built on

CIELAB color space. First, color difference was defined by the Euclidean distance in CIELAB

color space, Eq. 2.11. It was found that the ∆E∗ab does not have the uniformity across the

entire color space, especially for the high chroma area. The CIE proposed an improvement

for color difference in 1994, called ∆E∗94 Eq. 2.12. This formula implemented the chroma-

dependent parameters. For different applications, kL, kC , and kH can be adjusted. The

CIE also established some reference conditions, viewing condition, lighting condition and

the objects. The most recent CIE color difference was developed in 2000, called CIE color

difference 2000 [9]. Compared with ∆E∗94, a modification at the blue area was added due to

the poor performance of ∆E∗94 at that area. The full details can be found in [9].
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∆E∗ab =
√

∆L∗2 + ∆a∗2 + ∆b∗2 (2.11)

∆E∗94 =
√

( ∆L∗
kL ∗ SL

)2 + ( ∆C∗ab
kC ∗ SC

)2 + ( ∆H∗ab
kH ∗ SH

)2

SL = 1

SC = 1 + 0.0045 ∗ C∗ab

SH = 1 + 0.0015 ∗ C∗ab

(2.12)

2.2.6 Metamerism

Figure 2.5: Illustration of lighting metamerism. Different color masks over the lighting

sources indicate different lights.

Metamerism is an interesting and important concept in color science. But it is also the

most misunderstood concept. Also, this is more server for the wide color gamut (WCG)

display. Therefore, it is necessary to introduce it here. Metamerism is an phenomenon

where a pair of colors match with each other but mismatch under another condition. There

are two types of metamerism: lighting metamerism and observer metamerism. Figure 2.5

illustrates the lighting metamerism. There are three important parts in the illustration:
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Figure 2.6: Illustration of observer metamerism. Different color masks over observers/sensors

indicate different observers/sensors.

lighting source, object, and observers/sensors. For lighting metamerism, the two objects

would match under lighting A but mismatch under lighting B. For observer metamerism, the

two objects would match for one observer/one type of sensors, but they mismatch for another

observer/ another type of sensor. Figure 2.6 illustrates the observer metamerism. Such a

pair of objects are called metamers. Metamerism should be separated from corresponding

color. The corresponding color is where one color under condition A looks the same for

another color under condition B. The corresponding color is one color under one condition

at one time. Metamerism is always about a pair of objects under different conditions.

The reason causing the matemerism is the spectral mismatch of objects. As introduced

before, a color is described by a triple of tristimulus values. However, the tristimulus values

are computed from the spectral color matching functions. Mathematically, it is possible

that different spectral power distributions would result in the same tristimulus values. Also,

the color matching functions are based on average data over a group of observers. Indi-

vidual color matching functions have slight difference from the average data. Therefore, in

observer metamerism, the variance over observers’ color matching functions would result in

the mismatch. Asano and Fairchild published the most recent model about individual color

matching functions, taking age, visual field, etc into consideration [10].
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2.3 Color Appearance Model

Colorimetry was designed to help describe colors, and hence a better color reproduction.

Those would be only valid under certain viewing condition, and lighting condition for the

average observer. In the real practical realm, it is difficult to meet all the requirements from

the CIE standards. Therefore several factors would affect the color appearance: background,

surrounding conditions, the absolute luminance level. This motivated the development of

color appearance models. Before introduction of color appearance model, we will briefly

introduce some color appearance phenomena.

Simultaneous contrast is the most well known effect of background. Figure 2.7 shows

an example. In figure 2.7 A, two identical circles under the same backgrounds look identical

as they are physically the same. While in figure 2.7 B, the same two circles look different

when one is under dark background and the other is under the bright background. The

one under dark background looks brighter compared with the one in figure 2.7 A. The one

under bright background looks darker compared with the one under the gray background in

figure 2.7 A. So a dark background would induce the stimulus to appear lighter and a light

background would induce the stimulus to appear darker. This is also valid for chromatic

appearance. A red background would induce the stimulus to appear greener, vice verse. A

yellow background would induce the stimulus to appear bluer and vice verse. This has been

used a lot in art and design. More details can be found in Josef Albers’ book [11].

Crispening is an effect that the color difference between a pair of stimuli would increase

when the background is close to the pair. A comprehensive study about the crispening effect

and a prediction model was published in 1970 by Semmelroth [12]. Figure 2.8 illustrates an

example. The pair of patches has obvious visual difference on the gray background. The

same pair of patches looks almost the same over the black background and white background.

Bezold-Brucke hue shift is an effect that hue shifts with luminance level. It was

assumed that hue can be specified by the wavelength of a monochromatic light. It was found
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Figure 2.7: Example of simultaneous contrast. Two circles look the same under the same

backgrounds (A). The two identical circles look different when under different backgrounds

(B).

20



Figure 2.8: Example of crispening. The pair of patches on the three different backgrounds

are the same.

that it changes when the luminance level changes.

Abney effect is a phenomenon that hue shift with colorimetric purity. It was assumed

that white mixed with a monochromatic light should have constant hue as the monochro-

matic light. The colorimetric purity is the proportion of the monochromatic light over the

mixed lights. In chromaticity diagram, the constant hue should be a line connecting the

monochromatic light and the white. However, the contours of constant hue is not a straight

line in chromaticity diagram.

Hunt effect was named in a Hunt study in 1952 on the light and dark adaptation. Hunt

found that the perceived colorfulness increases with the luminance level of the stimulus. This

highlights the importance of considering the absolute luminance level in color appearance.

Stevens effect is that the perceived contrast increases with absolute luminance level.

Similar to Hunt effect, it shows the effect of absolute luminance level. Steven effect is about

the contrast in lightness level, and Hunt effect is about chromatic contrast.

Bartleson-Breneman published equations predicting the effect from surrounding abso-

lute luminance level. Perceived contrast was found to increase with an increasing surrounding
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absolute luminance level. This is a key factor to consider in a complex practical situation.

Theoretically, CIELAB is a color appearance model, which includes a chromatic adap-

tation and a nonlinear compression. However, CIELAB does not take the background into

consideration, hence not predicting simultaneous contrast, etc. There are several additional

color spaces and color appearance models be introduced here.

Nayatani Model: Nayatani model takes in the chromaticity coordinates, which then

are converted into the cone response. It also includes a complete output of colorfulness,

brightness, lightness, chroma, etc. However, it does not account for the background effect,

surrounding effect, rods’ response, etc. The computation of the model is fairly complex.

Hunt Model: is a very complex model counting background effect, surrounding effect,

rods response. However, the model is so complex that it cannot include an inverse model.

CIECAM97s: is a simple version of Hunt Model. CIECAM97s includes background

effect, surrounding effect, but not rods response. It also introduces a new chromatic adap-

tation degree D. D is affected by surrounding effect, absolute luminance level. Also, the

absolute luminance level, surrounding would affect the colorfulness, brightness etc.

CIECAM02: is an improved version of CIECAM97s. A major improvement is that

the adaptation, von Kries, is a direct linear transformation of the tristimulus values instead

of the chromaticity coordinates. Also, some small improvements of some constants were

implemented.

CAM02-UCS: is a color space proposed by Luo [13]. The goal is a color appearance

model and also a good fitting color difference model. It suggested a small change of the

formula to have a better fitting in color difference data through optimization.

CAM16: is a color space proposed by Li, et al [14]. Mainly, this is used to correct the

possible negative value from CIECAM02. Also, they proposed the corresponding uniform

space based on CAM16.
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Figure D.15: Gaze data of random 3 observers colored in red, green and blue at 0.1, 0.3, 0.5,

0.7 and 0.9 second of the “T” shape test images.

Generally, these three observers’ gaze distributions followed the average data, showing a

strong bias towards the left of the center at 0.3 second, more on the top-left at 0.5 second,

and a more even distribution at 0.7 and 0.9 second with a clear bias at the left-top. Still,

difference can be found between the three observers. The green observer showed a bias

towards the bottom at 0.3 and 0.5 second, and a more uniform gaze distribution at 0.7 and

0.9 second. The red and blue observers showed similar, close-to-average gaze distributions.

D.4 Discussion

In this study, visual searching on chroma series of three different hues was explored on four

different backgrounds, in two viewing environments. Generally, the mean searching time

and success rate were analyzed as a function of color difference quantitatively for a threshold

time. A modified power function and a modified gamma function were used to fit the mean

searching time and success rate, respectively. For the general analysis, the modified power

function and modified gamma function fit the data well. The mean searching time shared

similarities with the gamma function from previous research data on reaction time measured

along two cone axes [104]. Also, the mean searching time agrees well with the two-stage result

from Nagy [107], a fast decrease for smaller color differences and a more stable response for

large color differences. This study included more observers and a more comprehensive study

about the reaction time to color differences for different chroma series and backgrounds

compared with Nagy’s work [107]. Moreover, the more developed color difference formula is

used in this study.
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An interesting finding is that for 2 second and 4 second thresholds the fitting functions

showed an ≈0.6 second offset in the 1/x function. This is suspected to be the minimal

reaction time in this task. This is longer than the traditional reported saccade (150 ms) or

express saccade (100 ms) time [122]. It is reasonable that our minimal searching time is longer

than a simple saccade time as the search task is more complex. Studies showed increasing

searching time with increasing stimuli numbers in an interface [121]. In one complex visual

search study, mean reaction time could reach 355 ± 190 ms [123] if the observers made a

wrong initial saccade. Our searching task image included 20 stimuli, distributed over the

whole screen. This is a more complex searching task than the study in [123]. Figure D.16

shows the histogram of search time within 1 second for the combined viewing environments.

It shows that the peak of the histogram is 0.5-0.6 second. In this search task, the interface is

so complex that making a correct initial saccade movement is unlikely. The complexity of this

task makes the mean searching time slightly higher than 355± 190 ms, which is reasonable

and acceptable. The result from this study about minimal search time does not conflict with

previous saccade or reaction time studies. Looking forward, search time might be useful as

a metric for evaluating task complexity or interface complexity. This minimal reaction time

also agrees with the second-stage, constant reaction time for large color differences, from

Nagy’s work [107]. The exact minimal reaction time is different in this study from that in

Nagy’s study since two different interfaces were used.

Another finding about the overall performance is the discrete data split in the mean

searching time in Figure D.8. Since the CIEDE2000 formula is based on the normal vision

observers’ data, the three chroma series may not correspond with the sensitivity of the color

vision deficient observers. Figure D.17 plots the mean with one standard error of the three

chroma series separately for 2 second threshold on the left and 4 second threshold on the

right. For both plots, the yellow series and blue series substantially overlap with each other

while the red series is clearly above the other two. That means the color vision deficient

observers lost the sensitivity on the red series while demonstrating similar response on the
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Figure D.16: Histogram of reaction time within 1 second for the dark and ambient viewing

environments.

Figure D.17: Mean searching time of the three chroma series for 2 second threshold (left)

and 4 second threshold (right). (color vision deficient observers, rectangle shape)
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blue and yellow ones. The CIEDE2000 may still predict the color vision deficient observers’

sensitivity well on the yellow and blue but fail on the red. Moreover, most of the discrete

data points of the red series have a larger standard error than the yellow and blue. The split

of the success rate data in Figure D.9 is also caused by the failing on the red series. The

plot will not be presented to avoid repetition. The chroma series separation shows clearly

that the red series has a lower success rate than the blue and yellow, which has very similar

success rate to the normal vision observers. Analysis of both metric supports the failing of

applying CIEDE2000 for the color vision deficient observers. This can not be interpreted

as a general conclusion for all color vision deficient observers since the color vision deficient

observers in this study are mainly deuteranopic (missing or weak L cone), with 2 protanopic

(missing or weak L cone), and no tritanopic (missing or weak S cone). This conclusion could

be considered as an average result for the deuteranopic observers.

Before the discussion of the several tested and analyzed variables, 5% flare, observer

vision, background, chroma series, etc, it is necessary to emphasize several points of the

ANCOVA test in this work. First, the ANCOVA test was only applied on the successful

trials under a certain threshold. Therefore, the impact of the variable could be undermined.

The success rate should be taken into consideration as well, although the ANCOVA may not

show a significant effect for all different thresholds. Moreover, the ANCOVA’s result stands

for the significance test among the observer group instead of any individual observer. Due

to the limited data points of individual observers under a given threshold, it is difficult to

perform the test on individual observers. Therefore, the results are more general. Another

interesting point comes in when the p values with different thresholds are compared. In-

creasing the threshold in the ANCOVA test would add more data points for the test. When

the variable itself has a clear significant impact over the observers’ performance, the p value

would decrease according to the law of large numbers. However, the variance among the

group of observers would also affect the p value. Therefore, the three p values of the same

source variable do not necessary decrease, especially when the source variable is not a very
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strong factor. For example, all three p values from the background of the “T” layout in

Table D.5 are well below 0.05; however, they do not decrease monotonically with increas-

ing thresholds. The three p values of the chroma series in the same Table D.5 decrease

with in increasing thresholds. The three p values of chroma series × observer vision even

increases with increasing thresholds. Therefore, the non-monotonically-decreasing p values

with increasing thresholds does not conflict with the law of large numbers.

Comparison between dark environment and 5% of peak luminance ambient viewing envi-

ronment showed almost no difference on both mean searching time and success rate metrics.

Only an ≈ 0.05 second shift (Figure D.10) is found in the fitting curve in mean searching

time. Also, for the same color difference, the mean searching time from two lighting environ-

ments are within one standard error of each other with only two exceptions. Further, only a

3% success rate difference resulted between the two fitting curves. The ANCOVA test result

supported the finding of no significant difference between the two viewing environments. It

is suspected that such a low level of ambient lighting, 5% of the peak luminance, does not

slow the observers’ reaction time on average as the luminance levels of the chroma series are

much higher than this ambient flare. Therefore, the effect from the flare is so small that it is

overwhelmed by averaging the observers’ data. As for the impact of a higher level of ambient

lighting, it would be worth exploring in a study about the lighting condition for application

of such a chroma series, which could be a direction for future work.

Background is the single factor showing a strong impact on the searching task. First,

both the normal vision observers and the color vision deficient observers showed highest suc-

cess rate on the gray background relative to the other three. The ANCOVA test verified the

significance impact from the background. This significance test result agrees with the success

rate plot. The mid-gray background shows both high success rate and significantly better

performance for those successful trials. This outstanding performance of the mid-gray back-

ground can be explained by the crispening effect, in which the perceptual contrast/difference

between a pair becomes higher when the background has a lower contrast to the average of
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the pair [124, 125]. In this study, the pair can be considered as the rectangles/“T”s. Colors of

most rectangles/“T” are close to mid-gray. Therefore, according to the crispening effect, the

perceptual contrast between those rectangles/“T” becomes bigger over the mid-gray back-

ground though the same color difference between the rectangles/“T”s. Several models have

been proposed to predict the crispening effect [126–129]. These models predict the crispening

effect in terms of thresholds. However, this is not enough to be incorporated into the color

difference formula due to those studies focused on achromatic and limited backgrounds only.

Therefore, the compensation can not be made for different background at this time. Though

not enough for a mathematical correction, these models clearly showed that effect is stronger

when the contrast between the pair is smaller. This would explain the difference between

success rate curves’ difference, where difference between backgrounds decreases when the

color difference increases (see Figure D.11). When the target has sufficient color difference

against the non-targets, the observer would quickly find the target, i.e. 100% success rate

with the minimal average searching time, which has been discussed above. This finding in

this study suggested the existence of crispening effect in not only the static image, where

most crispening effect data were collected, but also in this searching task environment. For

a practical usage of this study, Table D.6 lists the parameters for Eq. D.2 to predict success

rate as a function of color difference for gray background (gray rows) and the average of

the other three (plain rows) for the rectangle shape for normal vision observers. This table

can be used in aiding human computer interface design when reaction time is critical or for

associating the color difference with a real-time changing variable.

The chroma series did not show strong impact over the observers’ performance for rect-

angle layout but clearly significant effect for the “T” layout according to the ANCOVA test.

When comparing different chroma series, only three valid steps were used in the rectangle

layout but four in “T” layout. This could be a factor contributing to this opposite signifi-

cance test results of the two layouts. Moreover, the chroma series could be weak factor in

such task, which can affected by stimuli layouts, steps, etc. But the success rate plots clearly
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Threshold (second) a b c

2
4.9349 0.1526 -0.4148

4.2285 0.2460 -0.7826

3
4.9840 0.0852 -0.2042

4.7533 0.1878 -0.5169

4
4.9934 0.0571 -0.1259

4.8696 0.1403 -0.3515

6
5.0000 0.0188 -0.0378

4.9672 0.0728 -0.1642

Table D.6: Parameters for background effects (shaded for gray background, plain white for

the average of the other three).

show a difference between the two layouts. Normal vision observers performed better on the

red series while the color vision deficient observers performed better on the yellow series.

This is not surprising because the color difference formula is only based on normal vision

observers’ data. However, the ANCOVA showed again opposite conclusions for significance

tests for observer vision. Observer vision is found to be a significant factor for the “T” while

not for the rectangle. This is showing that the observer vision type could be a weak factor

in terms of significant effect on the task performance. For the two interactions, background

× observer vision (5/6) showed slightly stronger effect than the chroma series × observer

vision (3/6). However, neither of the interactions showed all significant effects over the six

ANCOVA tests. Based on this study, clearly, mid-gray background is the best choice for all

observers. The best choice of the chroma series is likely to be different for the normal vision

observers and the color vision deficient observers, though it is possible that an orange series

may perform well for both. More experiments are required to determine the best choice

for each of the two types of observers as well as for one series that would work well for all

observers.
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Comparison between the rectangle and “T” shape demonstrated a clear difference between

the two. Observers showed a much higher success rate for the rectangle than for the “T”. It

is suspected that both target shape and target area contribute to the success rate difference

between the two types of targets. One is that the rectangle has a larger size than the “T”

shape; rectangle is 9.3 times the area of the “T”. Studies from several decades ago explored the

impact of different sizes of letters in search tasks [120, 121]. They concluded that search time

decreases with increasing size. The second factor would be the shape. The rectangle is more

condensed while the “T” is more extended. One study showed different performance between

different icons in a search task [109, 117]. To the best of our knowledge, no systematic

quantitative study was found exploring the impact of a shape’s compactness on visual search

task. In geography, the Polsby-Popper test is a way to calculate the compactness measure of

a shape [130]. Future work could systematically explore the impact of the compactness of a

shape. Additionally, no joint effect of shape and size is reported in previous studies. Future

work could also involve further comprehensive research on this topic using the shapes with

different sizes and different compactness.

To better present the effect of different factors on the observers’ performance, the prob-

ability of false rejection is calculated for each factor, including four single factors and two

interactions. The probability of false rejection is simply calculated as (1−
n∏
i=1

(1−pi)), where

pi is the p value of each threshold. Table D.7 lists the results, where the overall stands for

both layouts. For rectangle and “T”, n is equal to 3 while for overall n is equal to 6. If 0.05

is used as the significance level, for rectangle layout the background, observer vision and

background × observer vision all have a significant impact over the performance. But for

“T” layout, none of these variables has a significant impact on observers’ performance. In

general, statistically none of these factors/variables has significant impact, although back-

ground has the lowest probability of false rejection closest to 0.05. Again, these tests are

based on group data instead of any individual observer.

With the help of the high frequency eye tracker, gaze data can be analyzed to explore
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factor rectangle “T” overall

Viewing Condition 0.6401 0.8153 0.9335

Background 0.0325 0.0502 0.0811

Chroma Series 0.7573 0.0635 0.7727

Observer Vision 0 0.9157 0.9157

Chroma Series × Observer Vision 0.3434 0.2525 0.5092

Background × Observer Vision 0.0001 0.1364 0.1365

Table D.7: Probability of false rejection for two different layouts and the joint of two layouts).

any possible patterns to assist human-computer interaction design. For “T” shape layouts,

the gaze distribution of the non-conspicuous trials showed a clear group search path bias

towards the left at 0.3 second and towards the top row at 0.5 second even until 0.7 second.

Two of the three random observers showed almost the same pattern as the average-observer.

However, the remaining individual’s search path started towards the left but then moved

to the bottom row rather than the top row. For this observer, gaze distribution became

evenly spaced around 0.7 second. Therefore, in general a search path starting at the center,

moving towards the left and then to the top is expected, with some exceptions. This search

path actually coincides with our reading habits mostly starting from top-left. Also, the two

shape layouts are both regular. Therefore, it is suspected that the reading habits would

unconsciously affect the search path when no conspicuous target is in sight. However, the

difference is that the reading habit starts from the very top-left but the search path showed

a trend towards the left, top. Therefore, the reading habit may not explain the formation of

such pattern entirely. For the rectangle, the gaze distribution (the first row in Figure D.14)

has a bias towards the left at the beginning, but not towards the top as strongly as the “T”.

The gaze distribution showed a secondary cluster at the left and slightly towards the bottom.

Though, both showed some consistency on the very beginning of the search path but then

would vary with the exact layout. But, in general, the gaze distribution showed much less
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time spent on the last row, the very left column and the very right column of the rectangles

and “T” layouts.

D.5 Conclusions

Experiments were designed and conducted to explore observers’ reaction time over three

chroma series under four different backgrounds with two viewing environments. Among

the four background colors, observers showed significantly better performance for the gray

background, which may be explained by the crispening effect. Among the remaining three

background colors, no significant differences were found. The three chroma series, of red,

yellow, and blue hues, are found to be different for the normal vision observers and the

color vision deficient observers. The normal vision observers showed best performance on

the red series, while the color vision deficient observers did best in the yellow series. But the

ANCOVA showed different significance test results for the two layouts. Therefore, chroma

series is not a strong factor in this study. A search path with a starting bias towards the

left from the center was found, followed by a bias to the top for both the rectangle and “T”.

This shares some similarity with our reading habits but is not entirely the same. However,

this could be taken advantage of by some designers when considering an interface layout. To

sum up, a gray background would be recommended for a chroma series that has a starting

point at gray. Between the chroma series, the red series would be best for the normal vision

observers and a yellow series for the color vision deficient observers. Otherwise, a new chroma

series needs exploration. An orange series, would likely work well for both the normal vision

observers and the color vision deficient observers. The conclusion can be applied to all

displays and all interfaces as long as the display is calibrated well. Moreover, many future

directions warrant further exploration from this study, i.e. the search time as a function of

target size, target shape complexity, and target compactness as well as additional chroma

series.
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