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CHAPTER 2. 23

Figure 2.11: Predictions ensemble approach

naNets with ResNet-50 backbones, 2 RetinaNets with ResNet-101 backbones, and 2

RetinaNets with ResNet-152 backbones; one trained on all classes of Google’s open

images data set and the other trained on only 443 classes, hence different weights for

every network.

As illustrated in Figures 2.10, and 2.10, utilizing results from only 1 network will not

yield the best bounding boxes. Therefore, we adapted an ensemble approach [26] by

utilizing results from all 6 networks with result shown in Figure 2.11. We fine tuned

the pre-trained RetinaNet networks by adjusting the image size parameters. Flowchart

in Figure 2.10 provides a pictorial flow of process in Sections 2.3.2 and 2.3.3.
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2.3.3 Non-Maximum Suppression

Without applying NMS, the final results can not not be acquired. This is not to say that

post processing via NMS is uncommon. Many authors utilize NMS to obtain better

mAP [37, 38, 39, 40]. Our approach to NMS is systematic and without the meticulous

steps, we would not achieve a success rate of 99.4%. In addition, it is worth mentioning

that once decided, we did not alter any parameters for any of the addresses we tested

our approach on.

Figure 2.12: Result after our NMS method is applied, IoBA

The first step of post processing consisted of utilizing a common tactic of saving results

with a confidence score ≥ 0.15. OpenImagesV4 data set provided hierarchical labels

which permitted us to re-label results to their parent. For example, a dwelling can

be predicted as a ‘Building’ and/or as a ‘House’. Based on the hierarchical system,
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Figure 2.13: Cropped image of building: 3326 SE Milwaukie Ave, Portland, OR

‘House’ was a ‘Building’. This was advantageous because we could merge matching

bounding boxes based on an intersection over union (IoU) ratio, adapted from [26].

However, we made some tweaks that helped produce better results. To process images

faster, the hierarchical system was only utilized for labels: ‘House’, ‘Building’, ‘Plant’,

‘Houseplant’, ‘Tree’, ‘Car’, ‘Vehicle’, ‘Land Vehicle’, ‘Truck’, and ‘Bus’. Results for all

other labels were discarded. The common improvements above did not resolve false

positives (Figure 2.11) and no IoU based NMS techniques would work to reduce them.

Therefore, we created a method that drastically reduced the number of false positives

present in an image (Alg. 1).

By implementing IoBA detailed in algorithm 1, we demonstrate in Figure 2.12 the

effectiveness of reducing false positive results. This important step allows us to make
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the final selection for region of interest (ROI), Figure 2.13.

Algorithm 1 Bounding Box Reduction via Intersection over smaller Box Area (IoBA)

Read in Bounding Boxes(BB), Labels(L) and Scores (S)
for UniqueLabel do

Combination(C) of every index
if Del not in C then

for Indices in C do
Calculate area of boxA and boxB
IoBA = Intersection/min(boxA,boxB)
if IoBA >= 0.90 then

Take BB with higher S
Register deletion(Del) index

end if
end if

end for
end for

The most important aspect of always obtaining dwelling of interest is to ensure re-

duction of false positive results. For this reason, every image is put through rigorous

filtration via the aforementioned NMS techniques. Only after such steps can we apply

a logic of selecting the bounding box of interest (interchangeably referred to as ROI).

In all of our test cases, at an accuracy of 100%, we chose the bounding box whose

center is closest to the center of the image, examples shown in Figure 2.14. The se-

lected bounding box will always consist of the dwelling for the specified address. We

achieved this by considering scenarios where: a distant dwelling was captured because

of a bad Google SV image or occlusion(s) in front of the dwelling of interest causing

false dwelling selection (Fig. 2.15). To avoid such scenarios, we apply two additional

exceptions to the chosen bounding box. Firstly, if the bounding box is smaller than

non-dwelling type bounding boxes then we omit the image from our final selection.
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Secondly, occlusion check was two fold. For instances where RetinaNet detected occlu-

sions, an IoU of 60% between ROI and non dwelling bounding box constituted image

discard. The overlap ratio was carefully established as demonstrated in Table 2.2. In

some cases, no bounding box was present on trees in front of ROI. Therefore, we utilize

semantic segmentation network [41] to spot such occlusions. The process of which is

explained in Section 2.3.4.

2.3.4 Semantic Segmentation

Semantic segmentation is a pixelwise classification type network. It predicts which

pixel in the image belongs to a certain class thereby creating a segmented image. To

elaborate, each class is assigned a unique number. Each unique number is then as-

signed in the pixel location where the class resides. Figure 2.16 provides a pictorial

reference for the assignment of unique numbers to their class. The two dimensional

array of numbers now act as a mask which can be utilized to produce a segmented

image as seen in Figure 2.17.

We employed a pre-trained Pyramid Scene Parsing (PSP) Semantic Segmentation net-

work [28] as shown in Figure 2.17. The global context representation for a scene is

optimized in this type of network. It first passes the image through a CNN which

produces a feature map. Sub-region average pooling is performed at each of the Red,

Orange, Blue and Green colored convolution layers. The dimensions are reduced from
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(a) Merged Bounding Boxes (b) IoBA
applied

(c) 1921 Bonita Ave, Berkeley,
CA

(d) Merged Bounding Boxes (e) IoBA
applied

(f) 1921 Delaware, Berkeley, CA

(g) Merged Bounding Boxes (h) IoBA
applied

(i) 2575 Le Conte Ave, Berkeley,
CA

Figure 2.14: Demonstration of images from ensembled result to their final cropped

version

each of the pooled feature maps by applying a 1x1 convolution. Up-sampling is per-

formed via bilinear interpolation on the low-dimension feature maps to an equal size.

Original feature map generated by the CNN is concatenated with the up-sampled fea-

ture maps for context aggregation. Finally, a convolution layer is applied to generate

the final prediction map. Such aggregation of data helps this network perform better

on images that consists of outdoor scenes. For this reason, we chose to employ the
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(a) 909 Euclid St, Santa Monica, CA (b) 829 Euclid St, Santa Monica, CA

(c) 827 7th St, Santa Monica, CA (d) 827 15th St, Santa Monica, CA

Figure 2.15: Illustration of scenarios where a valid bounding box was not present on

dwelling of interest. Thereby, rejecting image from final selection

Figure 2.16: Example of image being segmented – each pixel represented by a class [2]


