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Abstract

Ventricular tachycardia (VT) is a type of abnormally fast heart rate that arises from abnormal electrical conductivity in the ventricles of the heart. Most VTs involve an abnormal origin of electrical activation inside the ventricles. An effective way to treat VT is catheter ablation that destroys the origin of VT by radiofrequency energy. To accurately localize the origin of VT therefore is an important factor for the success of ablation therapy. An Electrocardiogram (ECG) is a recording of the electrical activity of the heart with features that correspond to stages in the cardiac conduction system. Earlier works have shown that predicting the origin of VT using these features is possible using machine learning techniques such as support vector machines. However there are variations among each patient such as heart geometry and scar characteristics which are not accounted for by these methods. This thesis aims to explore the use of multi-task learning (MTL) to treat the predictive modeling for different patients as separate but related tasks, where we can model the similarities and differences across patients. While traditional MTL approach enforces all tasks to share something in common, we hypothesize that clustering the patients into subgroups during multi-task learning may improve the performance by considering the heterogeneity of the patient group. Unexpectedly, results obtained on 39 patients suggested that sharing information across patient-specific models – whether or not to consider automatic sub-grouping of the patients – had little effect on the accuracy of the models. We conclude the thesis by speculating the potential reasons and future explorations for this unexpected result.
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Chapter 1

Introduction

Ventricular tachycardia (VT) is a type of irregular and fast heart rate that arises from improper electrical activity in the ventricles of the heart. This abnormal and fast rhythm from the ventricle may impair the ability of the heart to supply blood to the brain and the rest of the body. As a result, sustained VT is a major cause of many out-of-hospital sudden deaths that occur annually in the US. Most VTs involve an abnormal origin of electrical activation inside the ventricles. An effective way to treat VT is catheter ablation, which destroys the culprit myocardial tissue serving as the origin of VT by radiofrequency energy. To locate this treatment target, it is widely accepted that the origin of ventricular activation can be largely determined from the morphology of 12-lead electrocardiogram (ECG) signals. To do so, current clinical practice requires a pace-mapping procedure that involves artificial electrical stimulation (i.e. pacing) at multiple sites of the heart, until locating the site where pacing reproduces the ECG morphology of the VT.

This however is a trial-and-error method which can take a lot of time and effort. A data-driven prediction model using machine learning can be built to directly predict the origin of ventricular activation using the information from the ECG data. Such a model has the potential to largely reduce the time needed and improve the accuracy for localizing the treatment target for VT.

1.1 Problem Statement and Research Contribution

The morphology of the QRS complex in an ECG has been used to study VT as well as identify the origin of VT during catheter ablation procedures. How-
ever, there are limited investigations that exploit the power of machine learning to predict the origin site of VT using this information. Existing studies have used support vector machines and template matching to localize the origin site, but their accuracy did not meet clinical needs.\textsuperscript{4, 5} One primary challenge arises from the fact that ECG signals exhibit diversity across individuals due to factors such as the size and orientation of the heart, position of the reference electrodes used to measure ECG, or scar characteristics in patients with structural abnormality in the heart. Therefore, although a population allow us to learn from multiple patients and predict on an unseen patient, it has fallen short of satisfying the required accuracy in a clinical setting.

A patient-specific model, where we train and test using a single patient’s data, is a potential alternative to avoid the challenge of inter-subject variations. However, it will require a lot of pace-mapping data on that patient. This is impractical for clinical use, and defeat the purpose of the prediction model to avoid the excessive trial-and-error collection of paced ECG data on the same patient.

To bridge this gap, in this thesis research, we investigate the feasibility of using multi-task learning (MTL) to address the challenge of inter-subject variations. We propose to treat the predictive modeling of each subject as a separate task, but assume that these tasks have shared characteristics. In this way, we ask all the subject-specific models to share information, while allowing individual adjustment to the model specific to each patient. Furthermore, while traditional MTL often assumes that all tasks under consideration share something in common, it may not necessarily apply in our application of interest. Rather, it may be more appropriate to assume that the characteristics of given patients can be clustered into several groups. This grouping, however, is not known \textit{a priori}.

This thesis therefore answers the following two research questions:

1. Whether treating subject-specific predictive modeling of VT origin as separate but related tasks, in comparison to independent subject-specific modeling, may improve the accuracy of the models?

2. Whether considering with which patients to share information, rather than assuming all patient-specific models have shared components, will further improve the accuracy of predicting VT origins?

To answer these questions, we adopted a MTL approach proposed by Kang et al\textsuperscript{6} which allowed simultaneous optimization of task grouping and MTL within each group for 12-lead ECG based prediction of VT origin. When the number of groups is equal to one or the total number of tasks, this approach is respectively reduced to a standard MTL approach forcing all tasks to share information as reported by Argyriou et al\textsuperscript{7} and a standard independent patient-specific modeling approach. On paced 12-lead ECG data obtained from 39 patients, we compared the performance of the subject-specific models in localizing the origin of ventricular activation when varying the number of groups between one and the total number of patients. Experiments suggested that sharing information
among the patients, either across all patients or in automatically determined subgroups, did not significantly improve the performance of the subject-specific models. We concluded this thesis by discussing potential reasons for this unexpected finding and suggesting directions for further explorations.
Chapter 2

Background and Related Works

2.1 Cardiac Electrophysiology

2.1.1 Anatomy of the Human Heart

The human cardiovascular system is responsible for circulating blood throughout the human body to supply tissues with oxygen and nutrients. The heart is located in the mediasternum, a region that extends from the sternum (breastbone) to the vertebral column in the dorsoventral aspect, from the first rib to the diaphragm in the antero-posterior aspect, and between the lungs.

It consists of four chambers (Figure 2.1):

- Two superior receiving chambers called atria (left and right), which receive blood coming back to the heart from all over the body.
- Two inferior pumping chambers called ventricles (left and right) that pump blood out of the heart for supply to all parts of the body.

The right chambers, the right atrium and right ventricle are responsible for collecting deoxygenated (oxygen-poor) blood from all parts of the body and supplying it to the lungs for oxygenation. The left chambers are responsible for collecting oxygenated (oxygen-rich) blood from the lungs through the pulmonary vein and supplying it all over the body through the aorta. The flow of blood in and out of these chambers is controlled by valve opening and closing in response to the pressure changes as the heart contracts and relaxes during a heartbeat. This contraction of the heart muscle is in turn modulated by the flow of electrical signals through the muscle.
2.1.2 Cardiac Conduction System and Electrophysiology

The heart is made up of cardiac muscle tissue which gives it its contractile ability in response to an electrical stimulus. Special structures in the cardiac muscle tissue called gap junctions enable it to conduct electrical signals to neighboring fibers, and the atria and ventricles, to contract as a single coordinated unit. The electrical stimulus for a contraction is called the cardiac action potential. Normal contractile muscle fibers - or muscle cells - typically have a stable resting membrane potential of around -90mV (or are ‘polarized’), which is maintained by the cell membrane that contains gated ion channels to restrict the flow of ions in and out of the cells. This makes the cells responsive to any change in ionic concentration, i.e., an electrical stimulus, and hence the ability to conduct electrical signals. When their neighboring cells reach a potential over the threshold at -40mV, they will go through a rapid depolarization (-90mV to 10mV), followed by repolarization (10mV to -90 mV). A typical ventricular contractile fiber action potential is given in Figure 2.2. An atrial contractile fiber action potential is similar except for the time intervals of each phase.

The action potential propagates through the heart in the following manner (Figure 2.3):

- The excitatory stimulus begins in a small bundle of autorhythmic fibers called the sinoatrial node (SA node) located in the right atrial wall. The SA node is also called the pacemaker of the heart. These cells do not have a stable resting membrane potential, but rather repeatedly ‘depolarize’ or undergo a rise in their membrane potential spontaneously. This is then propagated to the contractile cardiac muscle fibers throughout both atria. This first phase of conduction where the atria contract is known as atrial depolarization.

- By conducting along atrial muscle fibers, the action potential reaches
another mass of autorhythmic fibers known as the atrioventricular (AV) node located in the interatrialseptum. At the AV node, the action potential slows considerably as a result of various differences in cell structure in the AV node. It acts as an important delay in the conduction system providing time for the atria to contract fully and to empty their blood into the ventricles.

- The AV node picks up the signal sent by the SA node and transmits it through the AV bundle. The AV bundle is a strand of conductive tissue that runs through the interatrial septum and into the interventricular septum. The AV bundle splits into left and right branches in the interventricular septum and continues running through the septum until they reach the apex of the heart. Branching off from the left and right bundle
branches are many specialized conducting fibers, called Purkinje fibers, that carry the signal to the walls of the ventricles. These fibers allow the conduction system of the heart to create synchronized contractions of the ventricles and are a vital part of maintaining normal heart rhythm. The ventricular contractile muscle fibers are stimulated by the Purkinje fibers to undergo a cardiac action potential and this is when both the ventricles undergo depolarization and hence ventricular contraction.

After this, the cardiac muscle fibers of the ventricles repolarize (ventricular repolarization) to prepare for the next round of depolarization and contraction.

2.1.3 Ventricular Tachycardia

VT occurs most commonly in patients with weakened heart muscle (cardiomyopathy) or when scar tissue develops in the heart. In patients with coronary artery disease (blockage of blood vessels on the surface of the heart), this scar is the result of a prior heart attack (myocardial infarction) when the muscle dies as a result of a blockage in blood flow. Scar, or fibrosis, can interfere with the conduction of a normal electrical impulse in the heart, leading to a short-circuiting of the impulse, called reentry. VT can also occur in patients with normal hearts by a different mechanism whereby the electric conduction is overly excitable, like a muscle twitch. However, the majority of VT cases involve a channel formed in a region of myocardial scar, which creates a pathway for reentry of the electrical impulse and in turn causes the ventricles to contract prematurely.

Catheter ablation, is a minimally-invasive procedure used to remove or terminate a faulty electrical pathway from sections of the hearts. It has been used to treat heart rhythm disorders for more than 25 years. The procedure targets the origin of the VT by placing a long, thin wire or catheter into the heart chambers through the veins of the leg. When areas that result in the generation of the faulty electrical pathway are identified, a localized delivery of radiofrequency energy is applied, which produces a small burn about 5 to 10 mm in diameter and thus ablates that site. For VT, ablation targets the origin of the short circuits, i.e., the origin of the ventricular activation that forms the short circuit.

2.1.4 The Electrocardiogram

The cardiac muscle’s electrophysiological pattern of depolarizing and repolarizing during each heartbeat gives rise to tiny electrical changes on the surface of the body. These electrical changes can be detected using electrodes placed on the skin. The electrocardiogram, abbreviated as ECG or EKG, is a recording of these electrical signals which allows the monitoring of the electrical activity of the heart over a period of time.
The most common way of recording an ECG waveform is the conventional 12-lead ECG where 10 electrodes are placed, four on the patient’s arms and legs and six on the surface of the chest. An electrode is a conductive pad in contact with the body that makes an electrical circuit with the electrocardiograph while a lead is a connector to an electrode. Hence leads can share the same electrode and the electrocardiograph produces 12 different tracings from different combinations of limb and chest leads. Each limb and chest electrode records slightly different electrical activity because of the difference in its position relative to the heart. By comparing these records with one another and with normal records, it is possible to detect any abnormalities in the conduction pathway. A 12-lead ECG thus paints a complete picture of the heart’s electrical activity by recording information through 12 different angles through two electrical planes - vertical and horizontal planes over a period of 10 seconds (Figure 2.4). In this way, the overall magnitude and direction of the heart’s electrical depolarization is captured at each moment throughout the cardiac cycle. The output of this noninvasive medical procedure is a graph of voltage versus time.

The 10 electrodes in a 12-lead ECG consisting of four limb and six precordial electrodes are listed below:

- RA - One the right arm, avoiding thick muscle.
- LA - In the same location where RA was placed but on the left arm.
- RL - One the right leg, lower end of medial aspect of calf muscle.
- LL - In the same location where RL was placed, but on the left leg.
- V₁ - In the fourth intercostal space, between ribs 4 and 5, just to the right
of the sternum.

- **V2** - In the fourth intercostal space, between ribs 4 and 5, just to the left of the sternum.
- **V3** - Between leads V2 and V4.
- **V4** - In the fifth intercostal space, between ribs 5 and 6, in the mid-clavicular line.
- **V5** - Horizontally even with V4, in the left anterior axillary line.
- **V6** - Horizontally even with V4 and V5 in the midaxillary line.

The placement of the limb electrodes and the precordial electrodes can be seen in figure 2.5 and Figure 2.6 respectively. In a 12-lead ECG, the Wilson’s central terminal VW is produced by averaging the measurements from the electrodes RA, LA, and LL to give an average potential across the body.

\[
V_W = \frac{1}{3}(RA + LA + LL)
\]

There are two electrical planes that are utilized for lead placement:

**Frontal leads (vertical plane):** By using 4 limb electrodes, one can get 6 frontal leads that provide information about the heart’s vertical plane (Figure 2.7). These are:

1. Lead I is the voltage between the (positive) left arm (LA) electrode and right arm (RA) electrode.
$I = LA - RA$

2. Lead II is the voltage between the (positive) left leg (LL) electrode and the right arm (RA) electrode.

$II = LL - RA$

3. Lead III is the voltage between the (positive) left leg (LL) electrode and the left arm (LA) electrode.

$III = LL - LA$

4. Lead augmented vector right (aVR) has the positive electrode on the right arm. The negative pole is a combination of the left arm electrode and the left leg electrode.

$aVR = RA - \frac{1}{2}(LA + LL) = \frac{3}{2}(RA - VW)$

5. Lead augmented vector left (aVL) has the positive electrode on the left arm. The negative pole is a combination of the right arm electrode and the left leg electrode.

$aVL = LA - \frac{1}{2}(RA + LL) = \frac{3}{2}(LA - VW)$
6. Lead augmented vector foot (aVF) has the positive electrode on the left leg. The negative pole is a combination of the right arm electrode and the left arm electrode.

\[ aVF = LL - \frac{1}{2}(RA + LA) = \frac{3}{2}(LL - VW) \]

The limb leads (I, II, and III) and the augmented limb leads (aVR, aVL, and aVF) form the basis of the hexaxial reference system.

**Precordial leads**: The precordial leads or V leads, V1, V2, V3, V4, V5, V6, lie in the transverse (horizontal) plane, perpendicular to the other six leads. The six precordial electrodes act as the positive poles for the six corresponding precordial leads.

In a typical ECG, three general waves appear with each heartbeat (Figure 2.8).

- **P wave**: The P wave is a small upward deflection on the ECG. The P wave represents atrial depolarization, which arises in the SA node and spreads through contractile fibers in both atria. After the P wave begins, the atria contract. During the plateau period of steady depolarization, the ECG tracing is flat.

- **QRS Complex**: The second wave, called the QRS complex, represents rapid ventricular depolarization, as the action potential reaches the AV node and spreads through the bundle branches and Purkinje fibers to all the ventricular contractile fibers. This causes the ventricles to contract...
shortly after the QRS complex appears and continues in the S-T segment. At the same time, atrial repolarization is occurring, but it is not usually evident in an ECG because the larger QRS complex masks it.

- **T wave**: The third wave is called the T wave. It indicates ventricular repolarization and occurs just as the ventricles are starting to relax. The T wave is smaller and wider than the QRS complex because repolarization occurs more slowly than depolarization.

In reading an ECG, the amplitude of the waves and time intervals between the occurrence of the waves can provide clues to abnormalities.

### 2.2 Machine Learning

#### 2.2.1 Machine Learning in Localizing the Origin of VT

The QRS complex in an ECG waveform contains important information regarding the electrical activity of the ventricles of a human heart. Yokokawa et al. showed that the 12-Lead ECG had enough information to help identify a region of interest 10-20 cm² in size, which contained the origin of VT. Sapp et al. used template matching with 12-Lead ECG to attempt to localize it to sixteen predefined segments. However, while it is agreed that the QRS morphology to a large extent is determined by the origin of ventricular activation, it is also
heavily affected by other geometrical and physiological factors such as the size and orientation of the heart, the shape of the body torso, and the location of the surface electrodes. This introduces substantial inter-subject variations into the ECG data that makes it difficult to build an accurate relationship between the QRS complex and the origin of ventricular activation that is common to the population.

At the same time, patient-specific regression models have been proposed to learn to predict the coordinate of the origin of ventricular activation from QRS complex of each individual patient. This approach showed improved localization accuracy when a sufficient amount of training data is available. However, how to obtain these training data and the clinical practicability of such an invasive data-collection procedure remains an open challenge.

2.2.2 Multi-Task Learning

A standard ridge regression model consisting of input features $x$, output $y$, and weight vector $w$ is given by:

$$
\min \sum L(y; \langle w \cdot x \rangle) + \gamma \|w\|^2_2
$$

(2.1)

where; $\gamma$ is the regularization parameter;

$L(y; \langle w \cdot x \rangle)$ is the loss function.

In this conventional setting, equation (2.1) will be applied independently to multiple tasks. As a result, information gained in learning $t_1$ is not used while learning $t_2$ which creates the need for a large number of training samples. This poses a problem for many real life applications such as medical diagnosis or road traffic accidents, where obtaining training data is difficult.

In multi-task learning, information from each task is used to help other related tasks. The assumption is that the tasks under consideration share certain aspects that are common to all tasks. For example, learning to recognize different kinds of dogs from a database could also help to recognize cats, since both animals share common features such as being four-legged, location of eyes, ears, tails, and so on. Learning multiple tasks together can increase the effective sample size for each task, and thus may improve prediction performance.

Numerous efforts have been put on the development of multi-task learning methods. For instance, in the early works, Thrun used an objection recognition problem to show that traditional learning methods such as k-nearest neighbours and neural networks performed better when they had an added component where they could share or ‘transfer’ knowledge; in their experiments each object to be
recognized was its own task. Evgeniou et al. presented an approach to multi-task learning based on the minimization of regularization functions which out-performed single-task learning methods that used support vector machines.

Caruana et al. and Baxter et al. also showed that learning multiple related tasks simultaneously can lead to improved prediction accuracy as compared to a model where no information is shared among the tasks. They also put forth the issue of how to properly define this relatedness among the tasks in a general context.

A few approaches to tackle task relatedness is to assume that the parameters used by all tasks are close to each other or that all tasks share a common hidden feature representation. One representative approach to assume and learn a common hidden feature representation from all tasks was presented by Argyriou et al, where a low-dimensional feature space shared across multiple related tasks was learned using an L2,1 norm regularization on the model weight coefficients over the latent shared space. They applied this model to a real life data set of people’s ratings of products from Lenk et al. which included a survey of 180 persons rating the likelihood of purchasing one of 20 different computers. Learning the model for each person was treated as a task. They demonstrated that this multi-task learning approach performed better than independent modeling approaches, and the performance increased for a higher number of tasks (since there was more information shared).

Alternatively, the assumption that all tasks share a common representation has been challenged. Caruana et al. brought forth that multi-task learning could reduce performance in certain cases, and a possible reason could be dissimilar tasks being forced to be similar. Built on the work of Argyriou et al, Kang et al proposed an approach to model the task relatedness as learning the shared features among the tasks. The model simultaneously determined with whom each task should share features, while also optimizing the model parameters for all tasks per group. The number of groups G is pre-defined and can be tuned as a hyperparameter. It was shown that this approach can be reduced to two special cases depending on the value of G. When G = 1, it reduces to the multi-task learning approach as described by where all the tasks belong to the same group. When G = T where T is the total number of tasks, it becomes the standard setting where where all the tasks are learnt independently.
Chapter 3

Methodology

3.1 MTL-Based Prediction of VT Origin

The origin of VT that we want to predict is expressed as a 3D coordinate \((x,y,z)\). We treat this as a regression problem where we regress the \((x,y,z)\) coordinates as outputs and use the features extracted from the 12-lead ECG as the inputs. There can be different approaches to tackle this problem such as individual models for each patient, or a single model for all the patients. Below we first describe the input and output for our models. Then we discuss the presented modeling approach along with other baseline models.

3.1.1 Predictor Variable

The QRS complex from the ECG waveform consists of three deflections for the Q, R, and S wave. Any abnormality in electrical conduction is reflected in the duration, size, and relative position of these deflections. In specific, it has been recognized that the morphology of the QRS complex, such as whether the R peak is predominantly positive or negative, is largely determined by the origin of ventricular activation and can be used to localize the origin of VT. Therefore, the time integral of the QRS complex has been commonly used to predict the origin of VT. For this reason we use time-integrals as our features on every lead, at an interval of 100 time steps for each of the ECG signals. We denote this predictor variable by \(p\).

3.1.2 Dependent Variable

Our prediction targets are the \((x,y,z)\) coordinates corresponding to the origin of ventricular activation that produced the 12-lead ECG. Because the three axes
are orthogonal to each other, it is reasonable to assume the three variables of x, y, and z to be independent. Therefore, we regress the three coordinates independently as in common practice. The possibility to regress them together is discussed in chapter 3. We denote the dependent variable as \(o\) and, since we regress each dimension of \(o\) independently using the same modeling approach, we denote each of its dimension with a scalar \(o\) – dropping the subscript for simplicity.

### 3.1.3 Models

We consider a setting where ECG data with labeled origin of ventricular activation are available from \(T\) number of patients. For each patient \(t, t \in \{1, \cdots, T\}\), \(m_t\) number of labeled ECG data \(\{p_{t,j}, o_{t,j}\}_{j=1}^{m_t}\) are available where the input feature \(p_{t,j}\) as described in section 2.1.1 is of dimension \(k\) and the output variable \(o_{t,j}\) as described in section 2.1.2 is of dimension three. In total, we have \(n = \sum_{t=1}^{T} m_t\) number of labeled ECG data.

#### Population Model

A common approach to build a predictive model is to pool all patients data together for training one model, with a vector of regression coefficient \(w\) that is common to all patients. Using linear regression, this model can be trained by minimizing the following objective:

\[
\min \sum_{t=1}^{T} \sum_{j=1}^{m_t} (o_{t,j} - w^T p_{t,j})^2
\]

The advantage to such a population approach is that we increase the effective sample size by pooling all the patients together. However, such a model does not consider inter-subject variations in geometry, physiology, and pathology that also affect ECG data in addition to the origin of ventricular activation, which may change the model between \(p\) and \(o\). The resulting model may therefore have limited accuracy when being applied to a specific patient.

#### Patient-specific models

Another approach is to build a model for each individual patient. The individual models are independent to each other so there is no sharing of information across the patients. This will result in \(T\) independent models, one for each patient with a vector of regression coefficient \(w_t\), trained with the following objective:
Note that equation (3.1) and (3.2) appear similar, with the important difference that whether the weight vector is unique to each patient or common to all patients. Such a patient-specific approach helps preserve the individual-level characteristics of each patient. To train the model, however, requires an invasive procedure to acquire a sufficient amount of data for each patient. This is impractical for clinical use.

**Multi-Task Learning**

A patient-specific model preserves the individual characteristics of each patient compared to a population model. However, a population model allows us to have a higher sample size while learning from all the patients. To avail the benefits of both these approaches, we consider the possibility that the prediction model of interest share some commonality among patients with some extent of patient-level adjustments. We therefore cast the problem as a multi-task learning problem where the learning of each patient-specific model is a task, and would allow us to preserve task-specific characteristics as well as share information across the tasks.

In specific, we consider a multi-task learning approach that regularizes the $T$ weight vectors by identifying a shared feature subspace $\mathcal{U}$ on which all tasks perform well. Let this feature subspace be a linear transformation of the original feature vector: $\mathbf{u} = \mathbf{U}^T\mathbf{p}$, where $\mathbf{U} \in \mathbb{R}^{D \times D}$ is an orthogonal matrix. We can find the regression coefficient vector $\theta_t$ for each task $t$ by encouraging the similarity of $\theta_t$ across all tasks and a minimal number of basis within $\mathcal{U}$. Let $\Theta$ be the weight matrix that consists of all $T$ number of weight vectors in the form of $[\theta_1 \cdots \theta_T]$, this regularization can be achieved by minimizing the sum of the $L_2$-norm of each row of the matrix, which is also known as the $L_{2,1}$ norm of the matrix. This gives us the following objective function:

$$
\min_{\Theta} \sum_{t=1}^{T} \sum_{j=1}^{m_t} (o_t - \theta_t^T \mathbf{u}_{t,j})^2 + \gamma \|\Theta\|_{2,1}^2
$$

(3.3)

where $\gamma$ is the regularization coefficient.

Considering $\theta^T \mathbf{u} = \theta^T \mathbf{U}^T \mathbf{p} = \mathbf{w}^T \mathbf{p}$, and let $\mathbf{W}$ be the weight matrix that consists of all $T$ number of weight vectors in the form of $[\mathbf{w}_1 \cdots \mathbf{w}_T]$, the optimization problem in equation (3.3) can be reformulated as:
\[ \min \sum_{t=1}^{T} \sum_{j=1}^{m_t} (o_t - w_t^T p_{t,j})^2 + \gamma \| W \|_* \]  

where \( \| W \|_* \) is the trace norm of \( W \).

**Multi-Task Learning with Grouping**

In the MTL approach as described above, there is an assumption that all the tasks are related. However, this may not be the case for our data since a patient may share similar characteristics with only a subset but not necessarily all of the patients. To tackle this issue, we consider a method that allows to automatically group similar patients during multi-task learning, such that only patients in the same group are regularized to have a similar model. In another word, the regularization mentioned in equation (3.4) only occurs for patients in the same group, while this grouping is learned from data. This can be achieved by simultaneously optimizing the regression weight vectors for all patient-specific models and a group assignment of patients.

In specific, let \( Q^g \) be a diagonal \( T \times T \) assignment matrix for group \( g \), where the \( t \)-th diagonal element \( q^g_{tt} = 1 \) indicates that the \( t \)-th task belongs to the \( g \)-th group. In another word, \( W^g = WQ^g \) would give the weight matrix for the patients in group \( g \) on which the \( L_{2,1} \) norm as described earlier can be applied. Therefore, the previous MTL approach (equation (3.4)) can be expanded with automatic grouping by applying the regularization to each individual weight matrix \( W^g \) for \( g = 1, \cdots, G \), where the task assignment to each group \( Q^g \) is simultaneously optimized given a pre-defined total number \( G \) of groups.

\[
\min_{W} \sum_{t=1}^{T} \sum_{j=1}^{m_t} (o_t - w_t^T p_{t,j})^2 + \gamma \sum_{g=1}^{G} \| WQ^g \|_*^2 \\
\text{s.t. } \sum_{g=1}^{G} Q^g = I \text{ with } q^g_{tt} \in \{0, 1\} 
\]

where \( I \) stands for the identity matrix and the constraints ensures each task belongs to one and only one group. Compared to equation (3.4), we can see that the difference is in the regularization term, which applies the same constraint independently to each set of weight vectors that belong to the same group.
3.1.4 Optimization Method

We follow the algorithm as described by Kang et al. to solve the objective function in equation (3.5). In brief, we use alternative minimization to solve for $W$ and $Q^g$ in equation (3.5) iteratively.

When the grouping $Q$ is fixed, regression coefficient vectors for models within the same group $W^g$ is solved for each group independently, for $g = 1, \cdots, G$. Within each group, $W^g$ is solved following the algorithm described in equation (3.4): as detailed in Algorithm 1, $W^g$ is solved by another iterative re-weighted procedure where $W^g$ is first solved by a weighted ridge regression, followed by an update to the weight matrix at each iteration.

When the weight matrix $W$ is solved, the grouping matrix $Q^g$ is solved by reformulating the regularization term of equation (3.5) into:

$$\min T(Q^g) = \sum_g ||W\sqrt{Q^g}||_2^2$$

$$\text{s.t. } \sum_g Q^g = I \text{ with } 0 \leq q^g_{tt} \leq 1 \quad (3.6)$$

Note that the binary value of $q^g_{tt}$ has been relaxed to continuous values bounded between 0 and 1. This constraint in equation (3.6) are further handled by reparameterizing them with unconstrained variables $\alpha_{gt}$ as:

$$q^g_{tt} = e^{\alpha_{gt}}/Q_0, \quad Q_0 = \sum_g e^{\alpha_{gt}} \quad (3.7)$$

This converts the optimization problem in equation (3.6) into an unconstrained optimization problem that will be solved by gradient descent in our work.

Details of the complete algorithm is summarized in Algorithm 1. The hyper-parameters of the algorithm includes the total number of groups $G$ and the regularization coefficient $\gamma$, both of which are empirically tuned.
Algorithm 1: Multi-task learning with grouping

Input: Training data \( \{(p_{t,j}, o_{t,j})\}_{j=1}^{m_t}, t \in \{1, \cdots, T\} \),
Regularization parameter \( \gamma \), tolerances \( \epsilon, tol \)
Step size \( \eta \) for gradient descent

Output: Regression matrix \( W = [w_1, \cdots w_t, \cdots w_T] \)

1 while not converged do
2     Fix \( Q \), identify optimal \( W \)
3     Initialize: \( D = I \)
4     while \( ||W - W_{prev}|| > tol \) do
5         for \( t = 1 \) to \( T \) do
6             \( \min_{w_t} \sum_{j=1}^{m_t} (o_t - w^T_t p_{t,j})^2 + \gamma ||\sqrt{D} w_t ||^2 \)
7         end
8         update \( D = \frac{(WW^T + \epsilon I)^{\frac{1}{2}}}{\text{trace}(WW^T + \epsilon I)^{\frac{1}{2}}} \)
9     end
10    Fix \( W \), identify optimal \( Q \)
11 end
Chapter 4

Experiments and Results

4.1 Experimental Data

Experimental data were collected from routine pacemapping procedures on 39 patients who underwent catheter ablation of VT. Study protocols were approved by the Institutional Research Ethics Board of Dalhousie University. The database includes 15-second 12-lead ECG recordings corresponding to 1012 distinctive pacing sites on the left-ventricular (LV) endocardium. The 3D coordinates of all pacing sites were identified on an electroanatomic mapping system (CARTO3, Biosense Webster Inc., Diamond Bar, CA).

All ECG data were processed for noise removal and baseline correction using an open-source software, ECG-Viewer. For VT, we are interested in the activity of only the ventricles. Therefore, only the QRS complex of the ECG data is of interest to our study. As illustrated in Figure 4.1, the onset and offset of the QRS complex were manually extracted by student trainees to avoid motion artifacts, ectopic beats, and non-capture beats. For ECG recordings for each pacing site, many beats can be extracted with minor variations. In this study, one representative beat is selected for each pacing site. Each QRS complex, acquired initially at 1024 Hz frequency, was down-sampled to 100 dimension in time. A time-integral was taken for each lead as described in section 3.1.1, resulting in a feature vector dimension of 12.

Corresponding to each pacing site we have the location data using the CARTO3 mapping system (Biosense-Webster, Diamond Bar, CA, USA) which uses a patient-specific coordinate system. This data includes 3D coordinates (x, y, and z) for a paced location on a particular patient. These CARTO coordinates were then registered to a common LV endocardial surface model as shown in Figure 4.2. As described by Sapp et al, this endocardial model was derived from the necropsy specimen of a normal human heart and comprised 275 triangles in
Figure 4.1: All 12-Leads of ECG for one pacing site plotted together and annotated. The black lines denote the onset/start of QRS and the green lines denote the offset/end.

Figure 4.2: All the pacing sites for every patient.

the surface mesh. Each pacing site from the CARTO data was inspected and associated with one of the 275 triangles, and the center of the triangle was used to represent the label of x-y-z coordinate for each QRS complex for regression purpose.

4.2 Results

On each patient, the ECG data is divided into non-overlapping training and test sets that do not share identical pacing sites. The accuracy of the prediction model is measured by the Euclidean distance error (in mm) between the
predicted and the true 3D coordinates.

We first discuss the effect of grouping size on the prediction accuracy for each patient. To do so, we consider different values of the total number of groups to be investigated. When $G = 1$, the presented method is reduced to a standard MTL approach as described by Argyriou et al.\textsuperscript{15} which assumes all tasks share a common subspace. When $G = 39$ where 39 is the total number of patients/tasks in this experiments, the presented method is reduced to independent learning of a model for each patient. When $1 < G < 39$, the presented method will automatically optimize the group assignment of all the patients into the given $G$ number of groups, discovering clusters of similar tasks in this process. We examine the effect of different values of $G$ on both the prediction accuracy for individual patients as well as aggregated accuracy across all patients. In all of these experiments, we consider a 80% − 20% split of the data for each patient. We briefly consider the effect of varying the training size for each patient at the end of this chapter.

### 4.2.1 Effect of Grouping Size on Patients

Figure 4.3, 4.4, and 4.5 compare the localization accuracy of each patient-specific model in the setting of $G = 1, T$ and an example of intermediate value of 29. We note two important results. First, each patient-specific model appears to be differently affected by the value of $G$ and there is no clear trend as to which values of $G$ may consistently outperform the others across the majority of the patients. Second and more importantly, we note a significant amount of standard deviation in most of the results. This high degree of variability in the prediction accuracy completely shadows any of the changes in the mean accuracy that was
achieved. This suggests that grouping of patients for multi-task learning, either across all patients or in automatically assigned subgroups, does not significantly affect the accuracy of patient-specific modeling in the setting considered in this study. Other modeling factors, such as the type of regression models and the type of features being used, may play a more significant role.

It is to be noted that some patients, such as patient number 7, 8, 20, and 21, have a very low standard deviation. For three of these patients, $G = 1$ marginally outperforms the other two settings. However there is too few number of patients with such a low standard deviation to suggest any significant conclusion.
Figure 4.6: Two perspectives for prediction of the second pacing site for patient number 5. The predictions for all three grouping settings overlap as they are very similar.

Figure 4.7: The prediction accuracy for different grouping sizes across all patients

Figure 4.6 gives a visual example of the localization results from the patient-specific models obtained under $G = 1$, $G = 29$, and $G = 39$. The visually indistinguishable localization results provided by the three settings again echo with earlier observations that different grouping of patients for multi-task learning, using the same type of regression features and models, has little effect on the subject-specific modeling.

Figure 4.7 summarizes the aggregated localization accuracy of all patient-specific models (mean ± standard deviation) as the value of $G$ changes from one to 39. Consistent with what we observed for individual patient-specific models, the small change in the mean accuracy achieved by different values of $G$ is completely masked by the large standard deviation of the results. This suggests that, as mentioned earlier, there are other more dominating factors of model performance than the use of multi-task learning techniques that need to be considered in order to improve the performance of these patient-specific models.
4.2.2 The Effect of the Size of Training Data

Figure 4.8 shows the prediction when using 60% of the training data for each patient, as compared using 80% of the training data as shown in Figure 4.7. The results are similar: the effect of multi-task learning and automatic grouping had little effect on the mean accuracy in comparison to the large variability in the results.
Chapter 5

Conclusion and Future Work

The main hypothesis of this research were that treating subject-specific modeling of ECG-based VT origin prediction as separate but related tasks, realized via multi-task learning, can improve the accuracy of the prediction models. This hypothesis was motivated by the physiological principle that the QRS morphology in ECG data is largely determined by the origin of ventricular activation, while being influenced by additional subject-specific geometrical and pathological factors. Trying to learn patient-specific models together by assuming some shared characteristics while allowing individual-level adjustments, therefore, seems to be a natural bridge between building either a model common to all patients and building independent patient-specific models without considering relations among patients.

Experiment results obtained on 39 patients, unexpectedly, did not support this hypothesis. Rather, sharing information among patients during patient-specific modeling, either across all patients or across automatically-determined subgroups, did not produce significant improvement to the model accuracy. This held when varying training sizes. We speculate several potential causes for this result.

First and foremost, for each patient, the available ECG data for training was small in size and limited in the distribution of the corresponding pacing sites. More importantly, the regions on which these pacing sites were located may differ substantially among patients. This local availability is a result of the data collection process: these paced ECG data were collected as an observational study from routine ablation procedures; therefore, pacing was only applied to regions of interest determined by the clinicians on each patient. In other words, paced ECG data were only available on a local region of the heart on each patient, and these regions did not necessarily share among patients. This may
fundamentally disagree with the assumption behind the multi-task learning approach, which assumed that information could be shared among at least a sub-group of patients. To test this possibility, future work can consider applying the presented multi-task learning approach to simulated ECG data sets with better distribution of pacing sites for each patient that are better shared among patients.

A second challenge may be due to the heterogeneity of the patient population considered in this thesis. The majority of these patients had VT due to the presence of scar tissue in their hearts. The characteristics of these scar tissues are major sources of inter-subject variations that would influence the morphology of ECG data. It is therefore possible that meaningful grouping of patient groups, therefore sharing of information, is not possible among these patients. Future work can consider two directions. On one hand, we can considering applying the presented multi-task learning approach to a more homogeneous population, such as those developing VT without structural disease in the heart. On the other hand, for more heterogeneous groups, one may consider more advanced machine learning approaches for uncovering the commonality among patient-specific models rather than simply asking the models to be similar. Unsupervised disentangled representation learning via deep generative models, for example, can be a promising direction for future exploration.

Several other aspects of the current study can be improved in future work. First, in terms of hand-engineered features, currently we only considered the time integral of the QRS complex. Inclusion of additional features such as the amplitude of R, amplitude of S, quadrant of QRS axis, precordial R wave progression, or extracting hidden representations via deep learning if given larger data sets, may aid in uncovering more relevant information to share across the patients. Second, currently we regressed the three coordinates of the VT origin independently. Regressing them together as a vector with covariance can be investigated in future work. Finally, a major limitation to the current study is the limited number of training data. Larger data collection effort is necessary in order to allow more effective learning of the commonality and differences among patients in future work.
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