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Technical Abstract

In this work, we propose methods that advance four areas in the field of computer vision: dimensionality reduction, deep feature embeddings, visual domain adaptation, and deep neural network compression. We combine concepts from the fields of manifold geometry and deep learning to develop cutting edge methods in each of these areas. Each of the methods proposed in this work achieves state-of-the-art results in our experiments. We propose the Proxy Matrix Optimization (PMO) method for optimization over orthogonal matrix manifolds, such as the Grassmann manifold. This optimization technique is designed to be highly flexible enabling it to be leveraged in many situations where traditional manifold optimization methods cannot be used.

We first use PMO in the field of dimensionality reduction, where we propose an iterative optimization approach to Principal Component Analysis (PCA) in a framework called Proxy Matrix optimization based PCA (PM-PCA). We also demonstrate how PM-PCA can be used to solve the general $L_p$-PCA problem, a variant of PCA that uses arbitrary fractional norms, which can be more robust to outliers. We then present Cascaded Projection (CaP), a method which uses tensor compression based on PMO, to reduce the number of filters in deep neural networks. This, in turn, reduces the number of computational operations required to process each image with the network. Cascaded Projection is the first end-to-end trainable method for network compression that uses standard backpropagation to learn the optimal tensor compression. In the area of deep feature embeddings, we introduce Deep Euclidean Feature Representations through Adaptation on the Grassmann manifold (DEFRAG), that leverages PMO. The DEFRAG method improves the feature embeddings learned by deep neural networks through the use of auxiliary loss functions and Grassmann
manifold optimization. Lastly, in the area of visual domain adaptation, we propose the Manifold-Aligned Label Transfer for Domain Adaptation (MALT-DA) to transfer knowledge from samples in a known domain to an unknown domain based on cross-domain cluster correspondences.
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Outreach Abstract

As digital imaging sensors have become ubiquitous in modern society, there has been increasing interest in extracting information from the data the sensors collect. The study of extracting information from visual data is known as computer vision. The field of computer vision has made significant progress in recent years thanks in large part to the emergence of deep learning. In this work, we present novel methods that advance five areas of computer vision and deep learning. The first area of contribution is Grassmann manifold optimization, a constrained optimization technique that has application in many fields, including: physics, communications, deep learning, and computer vision. In the second area of research, we propose methods for dimensionality reduction based on our manifold optimization method. Dimensionality reduction is used in many fields to reduce high dimensional data to a more compact representation. In the third area of research we propose a method for compressing deep neural networks in order to reduce the number of computations required and reduce the processing time. In the fourth area of research we propose a method that encourages deep networks to learn better representations of data by grouping similar classes closer than dissimilar classes. The fifth area of research is in the field of domain adaptation, that aims to solve a problem known as domain shift encountered due to the difference between the data that a classifier is trained on and data the classifier encounters when deployed. The domain adaptation method developed in this work mitigates the domain shift by finding correspondences between the data in two domains and uses the correspondences to transfer the labels from the labeled source samples to the unlabeled target samples. Our proposed work in each of these areas has many applications such as pedestrian detection in autonomous vehicles, classifying remote sensing images and object recognition on mobile devices.
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Chapter 1

Introduction

The contributions of this dissertation can roughly be separated into four distinct areas: dimensionality reduction, network compression, deep feature embeddings, and visual domain adaptation. However, all four areas are closely related and improvements in one can prove useful in the others. There are two core conceptual threads that tie all of these areas together: deep learning and manifold optimization. Chapter 2 provides the reader with the theoretical background on the former while Chapter 3 focuses on the latter.

Deep Convolutional Neural Networks (CNNs) and their variants have emerged as the architecture of choice for computer vision. Deep networks have achieved state-of-the-art results in object class recognition \cite{73,130,48}, face recognition \cite{123}, semantic segmentation \cite{90}, pose estimation \cite{149}, and visual tracking \cite{106} among other applications.

There is a large body of work studying Grassmann manifolds and their applications in the field of computer vision. Grassmann manifolds have been used in distance metric learning and subspace analysis for problems such as domain adaptation and visual object tracking. In this work we demonstrate how Grassmann manifold optimization can be used to perform robust Principal Component Analysis in a computationally efficient manner. We demonstrate how by restricting fully-connected layers of Artificial Neural Networks we can ensure the feature embedding is a Euclidean space. This provides multiple benefits including that the resulting features can be accurately compared using the Euclidean distance. Additionally, we demonstrate how this framework can be adopted to obtain an end-to-end method for visual domain adaptation.

Dimensionality reduction methods have an incredibly vast array of applications
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in signal processing, such as signal compression or classification applications in computer vision. Most computer vision tasks require extremely high dimensional data to be reduced to only the pertinent information in the form of features. In this work we propose new methods for dimensionality reduction using iterative optimization methods originally developed in the field of deep learning.

The field of feature embedding has received some attention recently from the standpoint of improving feature clustering [101] or for zero/one-shot learning. In each of these cases, attempts have been made to learn image embeddings using deep neural networks where images of similar subjects/classes have features that are close together and images of different subjects/classes are further apart. However, many of these works ignore a key problem, the feature spaces they learn lack an orthonormal basis, and thus are not Euclidean spaces. Yet these methods continue to use the Euclidean distance as a similarity metric for the feature embeddings. Furthermore, there are many examples of methods which use the features extracted from the last layer of a deep neural network, specifically after a rectified linear activation function, as their feature embedding. This is even more problematic as the feature representation is inherently sparse. We will go into more detail as to why this is a problem in Chapter 6. We will also discuss how Grassmann manifold optimization can be used during the training process to generate proper Euclidean space embeddings such that the resulting features can be accurately compared using the Euclidean metric.

There are many potential applications for learning deep Euclidean embedding spaces from direct use in deep networks to reduce overfitting and improve the clustering behavior. For applications where there is only a limited number of samples available, such as person re-identification, a k-Nearest Neighbor (kNN) classifier is typically used which often relies on the Euclidean distance metric between features. In a different context, deep Euclidean embeddings could be used in applications such as visual object tracking.

A common problem that is faced when a classification method is developed for application to a real-world problem is a reduction in accuracy when applied to new data. This problem arises because the data used to train the classifier and the data the classifier processes when deployed can be quite different. This difference, known as domain shift or dataset bias, can result from changes in illumination conditions (daylight vs. night, sunny vs. cloudy), environmental conditions (desert vs. forest, urban vs. residential), or changes in sensor modalities (low resolution vs. high resolution). Each of these presents an instance where a classifier trained in one domain, called the source, would not perform well in a different domain, called
the target, unless somehow adapted. This adaptation process is known as domain adaptation and is a quickly developing area of research. As is evident from the multiple examples there are many applications that would greatly benefit from advances in domain adaptation. We propose the development of domain adaptation techniques that leverage our work in the two other fields to provide a method that is better suited for the situations commonly faced in modern computer vision applications.

The remainder of this work is organized as follows: Chapter 2 discusses related work and other background knowledge in the field of deep learning. Chapter 3 provides background knowledge on manifold optimization and presents a new method developed in this work. Chapter 4 outlines our work in the field of dimensionality reduction. Chapter 5 applies our manifold optimization method to the field of deep neural network compression for improved efficiency and reduced size. Chapter 6 introduces new methods for learning better features representations though the combination of deep learning and manifold optimization. Chapter 7 presents our work in the field of domain adaptation. Finally, Chapter 8 provides concluding remarks.

1.1 Contributions

The contributions of this dissertation are as follows:

- Develop optimization on Grassmann Manifolds using recent advancements in gradient-based optimization to accelerate convergence and improve robustness to non-convex loss functions. We call our new Grassmann manifold optimization technique Proxy Matrix Optimization.

- Develop a novel dimensionality reduction framework that uses an artificial neural network approach for Grassmann manifold optimization. The proposed framework can solve for various dimensionality reduction techniques through simple changes in the network’s training loss function.

- Develop a new method for compression of deep neural networks using a decomposition method and Proxy Matrix Optimization, that is trained in an end-to-end manner.

- Develop a deep feature embedding method that learns semantically meaningful Euclidean embedding space. The deep embeddings can both reduce the potential for overfitting and ensure the network is more adaptable to different problem-types and image-domains.
• Advance the field of domain adaptation so that a trained classifier can be adapted to new domains with minimal loss in classification accuracy.
Chapter 2

Deep Learning

Deep learning is one of the fastest growing areas of research in the field of computer science. In recent years there have been countless breakthroughs across a wide array of problem areas that have been achieved through use of deep learning methods. In this chapter we provide a general overview of the field of Artificial Neural Networks (ANNs) and Deep Learning.

2.1 Artificial Neural Networks

The fast-growing field of deep learning traces its origins back to the artificial perceptron [115] first proposed in the 1950's. The design of the perceptron is said to be inspired by the connections on neurons. Where, similar to a biological neuron, the perceptron’s activation is determined based on a weighted summation of its input.

The basic building block of ANNs is the artificial perceptron, shown in Figure 2.1. At its core the perceptron is a weighted summation of an input vector that is passed through a nonlinearity. This operation consists of an inner product of the input vector, \( \mathbf{x} \), and the weight vector, \( \mathbf{w} \). A bias, \( b \) is added to the weighted sum, and then a nonlinear function \( g(\cdot) \) is applied as:

\[
f(\mathbf{x}) = g(\mathbf{x}^T \mathbf{w} + b)
\]

(2.1)

The perception can easily process multiple inputs simultaneously, known as batch processing. Additionally, perceptrons can be used in parallel to generate what is known as a layer of perceptrons with multiple outputs, as shown in Figure 2.2. This doesn’t
require any change to the linear algebra except that the weight vector, $w$, is replaced with a $m \times n$ weight matrix, generated by stacking the $m$ different $n$-dimensional weight vectors where $m$ is the number of perceptrons (output dimension).

The power of the artificial perceptron becomes more apparent when $d$ layers of perceptrons are stacked on top of each other, where the output of one layer is used as the input to the next layer, as shown in Figure 2.3. A non-linear function is used as the activation function for each perceptron. Again, the mathematics for the Multi-Layer Perceptron (MLP) do not change besides stacking the operations of each perceptron as:

$$f(x) = g(\sum_{i=0}^{d} g(x(W_i^0)^T + b^0)(W_i^1)^T + b^1)...(W^d-1)^T + b^{d-1})$$

To this point we only discussed the forward pass of ANNs. In ANNs the weight and bias values are adjusted with back propagation [118] using an optimization method, e.g. stochastic gradient decent. The weights and biases are adjusted by first calculating the outputs, $f(x)$, generated by the input, $x$. The output $f(x)$ is compared to a desired output, $t$, such as a one-hot encoding of the samples class, and a loss $L$ is calculated using one of many commonly used loss functions such as the $L_2$-norm or cross entropy. No matter which loss is used, the core concept behind backpropagation is the application of the chain rule to calculate the partial derivatives of the loss with respect to each sets of weights. The partial derivative of the error with respect to each of the weights, $\frac{\partial L}{\partial w}$, is then used to adjust the weights in the direction that minimizes the error. For networks with multiple layers, this process is performed through use of the chain rule. For output nodes the partial derivative of loss, $L$ with respect to the
weight connecting the output node $o_j$ with the node $o_i$ in the previous layer is given as:

$$\frac{\partial L}{\partial w_{i,j}} = o_i(o_j - t_j)o_j(1 - o_j) \quad (2.3)$$

where $t_j$ is the ground truth output value for the node $o_j$. If the node $o_j$ is not an output node the partial derivative of the loss function with respect to the weight connecting it to the node $o_i$ in the previous layer is $\frac{\partial L}{\partial w_{i,j}} = o_i \delta_j$ where $\delta_j$ is given as:

$$\delta_j = \left( \sum_{l \in L} w_{i,l}\delta_l \right) o_j(1 - o_j) \quad (2.4)$$

The loss produced by the perceptron for each input is used to update the weight and bias vectors.

The field of ANNs stalled for many years for three primary reasons: Firstly, the fully-connected ANN architecture required a large number of parameters and thus was prone to overfitting smaller datasets. Secondly, ANNs require many passes of forward and backward propagation the computational resources were not sufficient to
train deep networks on large datasets. Third, ANNs were viewed as theoretical black boxes with little intuition or framework.

Convolutional Neural Networks [82] were revolutionary because they provided a way for ANNs leverage the spatial information available in imagery. Another benefit to CNNs over MLPs is that they required a much smaller set of trained-parameters. With traditional fully-connected MLPs the number of parameters for each layer was $n^m$ where $n$ is the input dimension ($h \times w$) of the image and $m$ is the number of outputs for the layer is the number of outputs for the layer. For example, a two layer layer fully-connected network with 2516 hidden nodes and 10 output nodes and an input image of size ($28 \times 28$), requires 203,530 parameters. However, with CNNs the number of parameters for each layer is reduced to $mk^2$ where $k$ is the size of the convolution kernel, usual 3 to 7 pixels. Therefor a similar convolutional network with ($3 \times 3$) kernels would require just 33,280 parameters, assuming a global pooling layer is on the last layer to reduce each feature map to a scalar value, as is commonly done. A visual representation of a CNN is given in Figure 2.4. The mathematical formulation for each layer of a CNN is given as:

$$ f(x) = g(... g(g(v^{(0)^T} + b^0)(w^{1})^T + b^1) ... (w^{d-1})^T + b^{d-1}) $$

Figure 2.3: Visual depiction of a Multiple Layer Perceptron (MLP).
is the convolution operation. This can be extended for cases where the input has multiple channels by performing the 2D convolution on the $H \times W \times C$ input with a $k \times k \times C$ kernel.

Although it is more efficient to implement a CNN using convolution operations it is important to recognize that this operation can be performed using the MLP formulation. The only change required is that the input image must be decomposed into separate $k \times k$ blocks that are vectorized from an input matrix $X$ that has dimensions $WH \times k^2$. A visual example of this decomposition method is given in Figure 2.5.

The field of deep learning did not fully take off until AlexNet [73] which demonstrated the ability of deep CNNs to classify a large number of classes in ImageNet by leveraging their parallel nature and using Graphic Processing Units (GPUs) during training. The advances in the field of deep learning are too numerous to review here. However, we will outline some of the particular advances that are specifically pertinent to this work.

Batch Normalization was originally introduced as a method to improve the training speed and reduce the tendency of deep neural networks to overfit the training set. This was done by normalizing inputs to each neuron, $x_i$, in the network across all the samples in the current mini-batch. The whitened input, $\hat{x}_i$, of each input to neurons is
calculated as follows:

\[ \bar{x}_i = \frac{1}{T} \sum_{i=(0,T)} x_i \quad (2.6) \]

\[ \sigma_i^2 = \frac{1}{T} \sum_{i=(0,T)} (x_i - \bar{x}_i)^2 \quad (2.7) \]

\[ \hat{x}_i = \frac{(x_i - \bar{x}_i)}{\sqrt{\sigma_i^2}} \quad (2.8) \]

Where \( T \) is the number of samples in the mini-batch, and \( i \) is the dimension index of the input. Normalizing the activations across each mini-batch ensures that
the gradients for each update set are better suited for training, especially in early epochs with randomly initialized weights. Batch Normalization allows for much faster training with higher learning rates. Traditionally the statistics and scale/shift values for the activations are learned at training time and frozen at test time, meaning that the activations are whitened based on the statistics of the training set, but not the test set.

Another technique that is commonly used to train deep neural networks is dropout [133]. The aim of dropout is to prevent deep networks from overfitting by forcing redundancy into the network. Dropout forces redundancy by randomly selecting a set of neurons in each layer with a given probability, generally between 25% to 50%, and setting their activations to zero. This forces the network to rely on the remaining features in the layer, and thus builds redundancy into the network. The introduction of dropout into the training process allows deeper networks to be trained with a significantly lower risk of overfitting. Convolutional neural network architectures have made significant advances in recent years. In this section we only highlight three commonly used architectures: VGG [129], Residual Networks (ResNet) [49] and Densely Connected Networks (DenseNet) [57]. There are many others that are used for various applications.

The VGG architecture is a traditional convolutional network architecture that was built with the same design in the original CNNs introduced in [80] and popularized in [73]. The VGG architecture generally has several convolutional layers utilizing 3x3 filters followed by a max pooling layer. These convolutional blocks are repeated until the last convolutional features are vectorized and fed into several fully connected layers. This type of architecture is the fundamental type of CNN, yet it is still commonly used throughout the field of deep learning. A common variation is that most researchers introduce batch normalization layers into the network as well.

![ResNet convolutional network architecture.](image)

Figure 2.6: ResNet convolutional network architecture.

More recently, techniques such as ResNet [49] have introduced feed forward connections into networks that allow for training deeper networks. Residual connections provide a pathway around each convolution layer through which the gradients can
flow. This is done by summing the input to each convolutional layer with its output. A visual example of a ResNet is presented in Figure 2.6

![Figure 2.6: Residual connections](image)

Figure 2.6: Residual connections architecture.

The concept of residual connections was further advanced in [57] which introduced densely connected networks (DenseNets). DenseNets are different than ResNets in that they are built using Dense Blocks where the feature maps from each layer are used as inputs for every subsequent layer in the block. This architecture allows for the combination of both high and low-level features throughout the network. An example DenseNet architecture with 25 layers split into three Dense Blocks is shown in Figure 2.7. In this work we primarily chose to use a DenseNet architecture because the state-of-the-art results it achieved on many of the standard image classification datasets [107] [74] [25]. DenseNets have also been shown to have a smoother error surface and thus are more likely to converge to a global minimum, as shown in [86].
Chapter 3

Manifold Optimization

Manifolds are used through the field of machine learning for various applications such as: dimensionality reduction [20], invariant subspace learning [144, 145], clustering [16, 148], regularization [59], and many more. Of particular interest to this work are matrix manifolds, the Stiefel manifold and the Grassmann manifold. We develop the Proxy Matrix Optimization (PMO) method which improves the convergence of iterative manifold optimization by reformulating the optimization problem to directly incorporate the manifold retraction into the gradient calculation. This reformulation alleviates the constraint on update step size required by previous methods due to their reliance on the tangent space.

In this chapter, we first provide the reader with the definitions of several important manifold structures. We then outline operations that can be performed on specific manifolds. After providing the theoretical background and a review of previous works in the field of manifold optimization, we propose our PMO method for optimizing over the Stiefel and Grassmann manifold. Manifold optimization methods form the core of three out of the four areas of application in this work: dimensionality reduction, improving learned feature embeddings, and network compression.

3.1 Mathematical Definitions

Prior to discussing the field of manifold optimization and our specific contributions, we provide a review of some of the core theory. The works of [2] and [9] provide a more detailed theoretical background on the field of optimization over matrix manifolds. We start with the question: what are manifolds and how are they used? A $d$-dimensional...
manifold is a set $\mathcal{M}$ that is fully covered by a set of charts that form one to one correspondences between points in the set $\mathcal{M}$ and elements in the $d$-dimensional real space $\mathbb{R}^d$. A more formal definition is supplied in [2]. A manifold $\mathcal{M}$ is a set in a couple $(\mathcal{M}, A^+)$ where $A^+$ is a maximal atlas of the set $\mathcal{M}$ into the $d$-dimensional real space $\mathbb{R}^d$. An atlas $\mathcal{A}$ is a set of charts, $(U_a, \varphi_a)$, that cover the entire manifold, $\bigcup_a U_a = \mathcal{M}$, and overlap smoothly for any point $x \in U_a \cap U_b$. A chart $(\mathcal{U}, \varphi)$ is a bijection, one-to-one mapping, of the each of the points in the set $\mathcal{U} \in \mathcal{M}$ to points in the $d$-dimensional real space $\mathbb{R}^d$. Given a chart $(\mathcal{U}, \varphi)$ and a point $x \in \mathcal{U}$, the bijection of $\varphi(x)$ maps the point to a coordinate in the real space, $\varphi(x) \in \mathbb{R}^d$. The manifold $\mathcal{M}$ is a smooth manifold if all charts in its atlas are infinitely differentiable over its own set. This is why the atlas is sometimes referred to as the differentiable structure of $\mathcal{M}$.

A $d$-dimensional vector space $\mathbf{v}$ with basis $(v_1, v_2, \ldots v_d)$ for $i \in [1, \ldots d]$ is a manifold. The manifold structure of $\mathbf{v}$ is given by the fact that a chart $\varphi$ exists for the set such that all points in $\mathbf{v}$ are mapped to $\mathbb{R}^d$. This is most easily defined based on the inverse of mapping $\varphi^{-1} = x = \sum_{i=1}^d x^i v_i$. The manifolds formed by linear subspaces are a special type of manifold, called a linear manifold.

It can be shown that the set of real valued matrices $\mathbb{R}^{m \times p}$ form a $mp$-dimensional manifold, as the column vector of the matrix are the basis for the vector space $\mathbf{v}$. A chart for this manifold that maps from $\mathbb{R}^{m \times p}$ to $\mathbb{R}^{mp}$ is defined as the vectorization of the matrix, i.e. stacking each of the $m$ columns of length $p$ to form a single vector of length $mp$. This manifold of real-valued matrices is an important manifold for this work as it forms the set on which other submanifolds are defined. Another important property of the real matrix manifold is that it forms a Euclidean space with the traditional inner product given as $\langle X, Y \rangle = \varphi(X)^T \varphi(Y)$. This inner product can also be calculated using the trace of the transposed matrix multiplication as $\langle X, Y \rangle = \text{tr}(X^T Y)$. This inner product induces the traditional Frobenious norm $\|X\|_F^2 = \text{tr}(X^T X)$. For the remainder of this work the manifold of real valued matrices is implied whenever we refer to the matrix manifold.

There are two categories of sub-manifolds of the real matrix manifold that are pertinent to this work: embedded manifolds and quotient manifolds. Embedded matrix manifolds are formulated as the subset of a set of real $(m \times p)$ matrices, $\mathbb{R}^{m \times p}$, where $1 \leq p \leq n$, and the matrices satisfy an explicit constraint. An example of an embedded manifold in the $\mathbb{R}^{m \times 1}$, is the unit sphere $S^{m-1}$, which contains all column vectors with unit norm i.e. if $X \in S^{m-1}$ then $X^T X = 1$.

Quotient manifolds differ from embedding manifolds in that they are defined by the set of equivalence classes of $(m \times p)$ matrices. An example of a quotient
manifold is the set of orthogonal \( p \)-dimensional subspaces in \( \mathbb{R}^m \), this is known as the Grassmann manifold [44], denoted as \( G^{m \times p} \). The Grassmann manifold will be discussed in more detail later in this section. However, the important takeaway here is that if an \( (m \times p) \) matrix \( X \) exists on the Grassmann manifold \( G^{m \times p} \), then any matrix resulting from the right multiplication by an orthonormal \( (p \times p) \) matrix \( Q \in O^{p \times p} \) exists on the same point in the Grassmann manifold. These are equivalent representations of the point on the Grassmann manifold. It is important to highlight the fact that because quotient manifolds represent equivalence classes, there is not an inherent singular matrix representation of each point on the manifold. Instead, any arbitrary matrix belonging to the given subspace on the manifold can be used to represent the point on the manifold. The results of matrix algebra operations performed on the representative matrix are equivalent regardless of which matrix was selected to represent the subspace.

The first important submanifold of the matrix manifold is the Orthogonal matrix manifold. The Orthogonal manifold \( O^{m \times m} \) is formed by the subset of real \( m \times m \) matrices that satisfy the \( Q^T Q = I_m \). The matrices that make up \( O^{m \times m} \) have independent columns with unit norms.

Another important manifold is the Stiefel manifold, \( S^{m \times p} \). The Stiefel manifold is an embedded submanifold in the matrix manifold \( \mathbb{R}^{m \times p} \) where all points on the manifold, \( X \in S^{m \times p} \) satisfy \( X^T X = I_p \). Using this definition the Stiefel manifold is defined as an embedded submanifold in the matrix manifold which is itself an embedded manifold in \( mp \)-dimensional Euclidean space \( \mathbb{R}^{mp} \). However, some embedded manifolds can also be defined in terms of quotient spaces. The benefit to defining a manifold as quotient spaces of well defined manifolds leads to simpler formulae for operations on the manifold. Both Stiefel \( S^{m \times p} \) and Grassmann manifolds \( G^{m \times p} \) can be defined as a quotient manifold of the Orthogonal manifold \( O^{m \times m} \). This can be done by representing the set of equivalency classes for \( S^{m \times p} \) in \( O^{m \times m} \) as the set \([X]\) where \( X \in O^{m \times m} \) and \( Q_{n-p} \in O^{n-p \times n-p} \) then:

\[
[X] = \begin{pmatrix} I_p & 0_{n-p} \\ 0_p & Q_{n-p} \end{pmatrix}
\]  

(3.1)

An equivalent expression to this equation is to say that the set of points on the orthogonal manifold \( O^{m \times m} \) form an equivalency class for \( S^{m \times p} \) if their first \( p \) columns are the same. It should be noted that we provide the quotient space definition of Stiefel manifold for convenience to the reader, however, in the remainder of this work we will generally refer to the Stiefel manifold as an embedded manifold in Euclidean space.
A full derivation of the operations based on the quotient space definition of the Stiefel manifold is provided in [2, 9, 31].

The Grassmann manifold $G_{m \times p}$ is a quotient manifold because it defines a set of equivalence classes, the $p$-dimensional subspaces in $\mathbb{R}^m$. Unlike the Stiefel manifold, a point on the Grassmann manifold can be represented as any matrix whose columns span the subspace. Points on the Grassmann manifold are invariant to the ordering of the basis vectors, as long as they span the same subspace. More concretely two $(m \times p)$ matrices $X$ and $Y$ represent the same point on the Grassmann manifold $G_{m \times p}$ if there exists an orthogonal square matrix $Q \in O_p$ that satisfies $X = YQ$.

In the next section we provide important definitions of geometric structures and operations on the Stiefel and Grassmann manifolds.

### 3.2 Manifold Operations

In this section we discuss geometries of manifolds and operations on manifolds that are pertinent to this work. The aim of this section is to simply introduce the concepts, but we do not provide their formal derivations.

The first important geometry of manifolds is the concept of the tangent space of a manifold $M$ at point $Y \in M$. In order to derive the tangent space for an embedded submanifold of the Euclidean space, one must only take the derivative of the constraint of the manifold. In the case of the Stiefel manifold, the equation of its constraint is $Y^T Y = I_p$, and its derivative can be calculated using the chain-rule as $Y^T \dot{Y} + \dot{Y}^T Y = 0_p$. The tangent space for the Stiefel manifold at point $Y$ can be defined as the set of points $X$ that satisfy $Y^T X + X^T Y = 0_p$.

We next define the normal space for a manifold as the space of points orthogonal to the tangent space, that is the set of points whose inner product with all points in the tangent space is 0. The inner product of two points in Euclidean space, $X, Y \in \mathbb{R}^{m \times p}$ is the Frobenius norm given as $g(X, Y) = tr(X^T Y)$. The normal space of the manifold at point $Y$ consists of all points $N$ that have inner product of 0 with any element of the tangent space of the manifold at, $T, tr(T^T N) = 0$.

One of the most important geometrical structures on manifolds is the concept of the geodesic. The geodesic of a manifold generalizes the concept of lines in Euclidean space, in that they represent the shortest length between two points on the manifold. The geodesic can also be described based on its direction in the tangent space at a given point on a manifold.
The tangent directional description of the geodesic on a manifold gives rise to the important concept of parallel transport of vectors in tangent space of points along a manifold. This concept follows from the idea of parallel translation of tangent space in Euclidean space, i.e. a tangent vector is transported along a line by moving the tail of the vector to the location on the line. However, this transport of tangent vectors does not hold for motion along the geodesic of a manifold. A vector that exists in the tangent space of one point on a manifold is not guaranteed to exist in the tangent space at a different location on the geodesic. It is important to define such parallel transport of vectors in the tangent space of a point along a geodesic, even if only for transporting the vector defining a geodesic to the tangent spaces of the points on a geodesic. Assuming the distance between points on the geodesic is not too large, the parallel transport of vectors in the tangent space can be performed by orthogonally projecting the point to the tangent space by removing the normal component of the point using:

$$\pi_{T,Y}(Z) = Y \frac{1}{2} (Y^T Z - Z^T Y) + (I_m - YY^T)Z$$  \hspace{1cm} (3.2)$$

Another important operation is the retraction of an arbitrary point in Euclidean space to a location on the manifold. There are many different methods for retracting a point on matrix manifolds [3]. In this case we use the one that minimizes the Frobenius norm between the point $Z \in \mathbb{R}^{m \times p}$ in Euclidean space and its retraction $r_S(Z) \in S^{m \times p}$. This retraction can be performed through the use of the singular value decomposition of $Z = U \Sigma V^T$. The retraction then takes the form:

$$r_S(Z) = UV^T$$  \hspace{1cm} (3.3)$$

This retraction method on the Stiefel, and inherently the Grassmann, manifold forms the basis for much of the literature for optimization on orthogonal matrix manifolds, where matrices are updated in unconstrained Euclidean space and then retracted back to the manifold.

Many manifold optimization techniques rely on the computation of the Gradient of function $F(\cdot)$ defined over the manifold, as $\nabla F$. The most common method to calculate the gradient direction of a loss function defined on a manifold is to calculate the partial derivatives of the loss function with respect to the components of the point $Y$ as $\frac{\partial F}{\partial Y_{i,j}}$ where $Y_{i,j}$ is the $(i,j)$ elements of the matrix representation of the point $Y$. The gradient is then orthogonally projected onto the tangent space of the manifold.
at $Y$ to provide a direction in the tangent space that minimizes the function $F(\cdot)$ at the point $Y \in S^{m \times p}$ as:

$$\nabla F = \frac{\partial F}{\partial Y} - Y(\frac{\partial F}{\partial Y})^{T}Y^{T}$$  \hspace{1cm} (3.4)

This is an important formula as it defines the direction in the tangent space at point $Y$ that minimizes the loss of the function $F(\cdot)$. Thus, assuming the loss function is smooth, Equation (3.4) defines the loss minimizing geodesic along the manifold emanating from point $Y$.

### 3.3 Proposed Proxy Matrix Manifold Optimization

In this section, we outline methods for iterative optimization of a function which is defined over either a Stiefel or Grassmann manifold. Here we discuss the design decisions made during the development of our method. We start by describing the simplest formulation and grow its complexity in order to improve its robustness and convergence. We first describe One-Step retraction, which is simple to implement but does not have a theoretical proof of convergence. We then describe the Two-Step retraction method, which does have a theoretical proof of convergence. Finally we outline our proposed proxy matrix manifold optimization method. All of these methods are implemented using Stochastic Gradient Descent due to its demonstrated history of robust optimization.

The aim of both the One-Step and Two-Step iterative optimization methods is to find a solution, $X^*$ for the following problem:

$$X^* = \arg \min_{X \in G^{m \times p}} F(X)$$  \hspace{1cm} (3.5)

Where $F(X)$ is some scalar loss function for the point $X \in G^{m \times p}$.

#### 3.3.1 One-Step iterative manifold optimization

Let us begin with the simplest of the methods for iterative manifold optimization, One-Step retraction, a method based on a concept originally developed in [7]. A visual representation of the One-Step retraction method is shown in Figure 3.1. The core concept of the One-Step retraction method is the idea that any arbitrary point in $\mathbb{R}^{m \times p}$ can be retracted to the closest point on the manifold using Equation (3.3).
Figure 3.1: Visual depiction of the One-Step retraction process. The point is first updated based on the gradients calculated through backpropagation. Then the point is retracted directly to the closest point on the manifold. This process is repeated until some stopping criteria is met.

The first step in the iterative process is to retract an initial point in ambient Euclidean space, $\mathbb{R}^{m \times p}$, to the manifold using Equation (3.3). Once the point is on the manifold, the gradient of $R_i$ are calculated and used to update $R_i$, shown as $\nabla Y_i$. This step will likely take the point out of the manifold, thus it must be retracted again to the manifold using Equation (3.3). Once the point is returned to the manifold, the process is repeated until a desired stopping criteria is met. In our implementation we ran for a set number of iterations with a decreasing learning rate to ensure relative convergence. We algorithm for the One-Step manifold optimization method is provided in Algorithm 1. Though this method is easy to implement and in practice it does converge, there is no convergence proof, as the point’s direct retraction is not guaranteed to fall on the geodesic defined by the direction of the projection of the gradients to the tangent space. We will highlight the reason for the lack of provable convergence for this method next, when we discuss the convergence proof of the Two-Step projection then retraction method.
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**Data:** $X$

**Result:** Locally Optimal $R$ for $f_X$

**Algorithm 1:** One-Step iterative Grassmann manifold optimization algorithm

```plaintext
initialize $R \in G^{m \times p}$;
for $i > \text{iter}$ do
    $Y_i = f_X(R_i)$; /* Calculate loss for $R_i$ */
    $Z_{i+1} = R_i - \beta \nabla Y_i$; /* Calculate update $Z_{i+1}$ */
    $USV^T = Z_{i+1}$; /* Retract $Z_{i+1}$ to $G^{m \times p}$ */
    $R_{i+1} = UV^T$; /* Set $R_{i+1}$ to retracted $Z_{i+1}$ */
end
```

3.3.2 Two-step iterative manifold optimization

The Two-Step projection retraction method is a modification on the One-Step retraction method that guarantees convergence. A visual depiction of this method is shown in Figure 3.2. Like the One-Step retraction method, the Two-Step method relies on retraction of the gradients in the ambient Euclidean space to the manifold. However, unlike the One-Step, the gradients are first orthogonally projected to the local tangent space of the manifold $T_{R_i}$, shown as the green plane in Figure 3.2. Then retraction to the manifold is performed on the projection of the gradients to the tangent space. This Two-Step procedure is performed to ensure convergence to a minimum of the loss function. The algorithm for the Two-Step manifold optimization method is provided in Algorithm 2.

The Two-Step method is guaranteed to converge based on the following. The first important fact is that the gradients calculated in Euclidean space can be decomposed into two components: the first component captures gradients corresponding to the normal space to the manifold, and the second corresponds to the tangential space to the manifold. Therefore, the gradients can be projected onto the tangent space of the manifold using Equation (3.2). It is important to note that because the tangential and normal components of the gradients are orthogonal, removing one will not impact the other. Because, by definition, the gradients are along the direction that minimizes the loss in ambient Euclidean space, if any tangential component of the gradients exist, they indicate a loss minimizing direction on their own. By removing just the normal components of the gradients, the projection of the gradient indicates a loss minimizing direction in the tangent space based on the loss minimizing direction in the ambient space. Once the gradients are projected to the tangent space, generating a loss reducing direction, the gradients can be retracted to the manifold, with the guarantee that the closest point on the manifold will lay on the loss-reducing geodesic described by the current location on the manifold and the projected gradients on the tangent space, presuming the step is not too large.
Figure 3.2: Visual depiction of the Two-Step retraction process. The point is first updated based on the gradients calculated through backpropagation. Then the point is first projected to the tangent-space (green plane) at $R_i$ using Equation (3.2), the projection is shown as the dotted blue line. Then the point is retracted from the tangent space to the closest point on the manifold using Equation (3.3). This process is repeated until some stopping criteria is met.

Unlike the One-Step retraction approach, the Two-Step method is guaranteed to converge because the retraction of the projected gradients is guaranteed to lay on the loss minimizing geodesic. Though it is likely that the updated locations on the manifold resulting from each method are quite similar, there is no guarantee of convergence if the normal components of the gradients are not first removed prior to retraction.
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Data: $X$
Result: Locally Optimal $R$ for $f_X$
initialize $R \in G^{m \times p}$;
for $i > \text{iter}$ do
  $Y_i = f_X(R_i);$ /* Calculate loss for $R_i$ */
  $\pi_T(\beta \nabla Y_i) = R_i \frac{1}{2} (R_i^T(\beta \nabla Y_i) - (\beta \nabla Y_i)^T R_i) + (I_m - R_i R_i^T)(\beta \nabla Y_i);$ /* Project gradients to tangent space */
  $\text{USVT}^T = \pi_T(\beta \nabla Y_i);$ /* Retract from tangent space to $G^{m \times p}$ */
  $r(\pi_T(\beta \nabla Y_i)) = \text{USVT}^T;$
  $R_{i+1} = R_i - r(\pi_T(\beta \nabla Y_i));$ /* Update $R$ */
end

Algorithm 2: Two-step iterative Grassmann manifold optimization algorithm

3.3.3 Proxy Matrix Optimization

We now present one of the key contributions of this work, the Proxy Matrix Optimization (PMO) for optimization over orthogonal matrix manifolds. We first provide the formulation for PMO, and then prove that PMO converges to a minimum for the loss function. After the proof of convergence, we highlight the differences between the Two-Step method and PMO, and derive the computational complexity. Following our complexity derivation, we provide some experimental results and discussion which highlight the difference between the iterative manifold optimization method discussed in this chapter.

In PMO the approach to optimization is flipped from the intuitive two-step approach. Instead of restricting the search to the local region of the manifold, PMO optimizes in ambient space such that each update moves the point in a direction that its mapping to the manifold reduces the loss. More formally the optimization problem in PMO is to find the optimal $X^*$ by solving:

$$X^* = \arg \min_{X \in \mathbb{R}^{m \times p}} F(\text{USVT})$$  \hspace{1cm} (3.6)

Subject to:

$$X = \text{USVT}$$  \hspace{1cm} (3.7)

Where $X = \text{USVT}$ is the singular value decomposition of $X$.

This formulation of the manifold optimization alters the problem so that the point being optimized is not restricted to the manifold. In the Two-Step optimization method this restriction is enforced by projecting the ambient gradients to the tangent space,
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then retracting to the manifold. The PMO method embeds the manifold retraction inside the optimization function, instead of performing retraction after optimization. Therefore the optimizer is no longer limited in the degree that it can move at each step. The Two-Step method requires that the point remains in the region of the manifold where the tangent-space is still applicable. This restriction is to ensure the retraction to the manifold will be along the geodesic described by the projection of the ambient gradients at the current location. This unconstrained optimization allows for greater steps in ambient space, and therefore faster convergence and a lower likelihood of being stuck at local minima.

It is important to point out the difference between the gradients resulting from optimizing the Two-Step formulation, Equation (3.5), and the gradients resulting from optimizing the PMO formulation, Equation (3.6). The Two-Step gradients, once projected to the tangent space of the manifold, represent the direction along the manifold that minimizes the loss. The PMO gradients represent the unrestricted direction in $\mathbb{R}^{m \times p}$ that will minimize the loss of direct retraction of the point $X$ to the manifold. A visual representation of the PMO method is given in Figure 3.3.

Unlike other iterative optimization and retraction methods, the Proxy Matrix Optimization method does not aim to directly optimize a matrix on the manifold. Instead PMO uses an auxiliary, or Proxy Matrix, that exists in the ambient Euclidean space and is retracted the closest location on the manifold using Equation (3.3). We depict the PMO process in Figure 3.3, and present the algorithm for PMO in Algorithm 3. The first step in the PMO process is to retract the proxy matrix, $P_i$, to its closest location on the manifold, $Y_i$. Once the proxy matrix is retracted to the manifold, the loss is calculated based on the loss function at $Y_i$. This loss is then backpropagated through the singular value decomposition of proxy matrix using a method developed by [66]. Unlike backpropagation through standard layers of neural networks, such as convolution and fully connected layers, backpropagation through structured layers is significantly more complex.
Figure 3.3: Visual depiction of the Proxy Matrix Optimization process. The proxy matrix, $P_i$, is first retracted to the manifold using Equation (3.3). Then the gradients $\nabla R(P_i)$ in ambient space, to move the proxy matrix in a direction that minimize the loss of its retraction. These gradients are used to move the proxy matrix in Euclidean space in the direction that minimizes the loss.

Data: $X$
Result: Locally Optimal $P$ such that $r(P_i)$ minimizes the loss $f_X$
initialize $P \in \mathbb{R}^{m \times p}$ and $P \notin G^{m \times p}$;
for $i > iter$ do
| USV$^T = P_i$; /* Retract $P_i$ to $G^{m \times p}$ */ |
| $r(P_i) = UV^T$; |
| $\nabla r(P_i) = \delta\delta P_i f_X(r(P_i))$; /* Calculate gradients for $P_i$ */ |
| $P_{i+1} = P_i - \beta \nabla r(P_i)$; /* Update $P$ */ |
end


The formulation for calculating the partial derivatives through SVD was only recently proposed by Ionescu et al. in [66]. We will provide a brief description of the formulation for backpropagation through SVD, but a full derivation is provided in [66]. That work combines the concept of a variation, from the field of calculus of variations, with partial derivatives using Taylor expansion, where the variation of the function $f(\cdot)$, which takes as input the matrix $X$ and outputs a matrix $Y$ as $f(X) = Y$, is
given as:
\[ dY = df(X; dX) = f(X + dX) - f(X) \] (3.8)

The chain rule can then be derived by forcing the first order terms from the Taylor expansion of both sides to match:
\[ \frac{\partial L \circ f}{\partial X} : dX = \frac{\partial L}{\partial Y} : dY \] (3.9)

Where \( L \) is a function that maps to real numbers and \( A : B = \text{tr}(A^T B) \). Ionescu et al. use this identity to derive the expression of the partial derivative that we are interested in \( \frac{\partial L \circ f}{\partial X} \) as a function of the right hand side. To do this they use a two-step procedure: They first derive the variations \( dY \), with respect to the variations of the inputs, using the identity in Equation (3.8). Then, given \( dY \), the chain rule can be used, based on the identity in Equation (3.9), to obtain the partial derivatives of the loss with respect to \( X \).

For completeness we provide the derived equation for backpropagation of the loss to calculate the partial derivatives of the loss with respect to the proxy matrix \( P \) as derived by Ionescu et al.

\[
\frac{\partial F}{\partial P} = DV^T + U(-U^T D)_{\text{diag}} V^T + 2 U \Sigma \left( K^T \circ \left( V^T \left( \frac{\partial F}{\partial V} - V D^T U \Sigma \right) \right) \right) \text{sym} (3.10)
\]

where \( A_{\text{sym}} \) is the symmetric part of matrix \( A \) given as \( A_{\text{sym}} = \frac{1}{2}(A^T + A) \), and \( A_{\text{diag}} \) the diagonalization operator on \( A \), where all of elements on the main diagonal are the same as \( A \) and all elements off the main diagonal are set to 0. More formally the elements of \( A_{\text{diag}} \) are given as:
\[
A_{i,j} = \begin{cases} 
A_{i,j}, & i = j \\
0, & i \neq j 
\end{cases} \tag{3.11}
\]

The formulation for the matrix \( D \) is given as:
\[
D = \left( \frac{\partial F}{\partial U} \right)_1 \Sigma^{-1}_n - \left( \frac{\partial F}{\partial U} \right)_2^T U_1 \Sigma^{-1}_n \] (3.12)

The elements of the matrix \( K \) are given as:
\[
K_{i,j} = \begin{cases} 
\frac{1}{\Sigma_{ii}^2 - \Sigma_{jj}^2}, & i \neq j \\
0, & i = j 
\end{cases} \tag{3.13}
\]
where $\Sigma_{ii}$ is the $(i, i)$ element of the matrix $\Sigma$.

It is important to note that because the retracted point on the manifold does not depend on the matrix $\Sigma$, the partial of the loss with respect to the proxy matrix does not have any component associated with the partial of the loss with respect to $\Sigma$.

We now provide a theoretical proof that PMO converges to a minimum. Unlike the proof of convergence for the Two-Step solution, the proof of convergence of PMO is comparably straightforward. Because the invariant of $U$ and $V$ is preserved in the variations $dU$ and $dV$, namely that they satisfy the orthogonality constraints:

$$U^T dU + dU^T U = 0$$

(3.14)

and:

$$V^T dV + dV^T V = 0$$

(3.15)

Then it follows that the update of the gradient of $X$ is the direction that minimizes the loss function based on maintaining the invariants of $U$ and $V$. Because of the retraction to the manifold, Equation (3.3), is embedded in the loss function, Equation (3.6), the gradient of the loss function will move $X$ in the direction that minimizes the loss, assuming the step size is not too large.

### 3.4 Experimental Results

In this section we present our experimental results comparing the iterative manifold optimization techniques based on Stochastic Gradient Descent. The proposed PMO method is used heavily throughout the remainder of this work, so the aim of this section is to highlight its improvement over current manifold optimization methods based on SGD. We focus on the Two-Step and PMO methods as they have theoretical guarantees of convergence, whereas the One-Step method does not.

#### 3.4.1 Learning Rate Convergence Analysis

The first step in our examination of the behavior of the Two-Step and PMO manifold optimization methods is explore the impact different learning rates have on convergence. This step is important for ensuring the optimal convergence behavior with the fewest number of iterations. This is particularly true for the Two-Step method, as it relies on the on the assumption that the retraction of the projected point on the tangent plane falling on the geodesic of the gradient. If the update step is too large for the
Two-Step method the retraction from the tangent space may not fall on the geodesic, leading to divergent behavior.

In order to explore the behaviors of the Two-Step and PMO methods we ran multiple sets of experiments with different loss functions and varied the learning rate for each optimizer. Though the differences between the Two-Step and PMO methods were very pronounced, we found that each method behaved consistently across the different loss functions. This suggests that a single learning rate can be used irrespective of changes in the function that is optimized. Though we did find it is important to normalize the loss function so that the magnitude of the loss is of the same scale. In our work we found that normalizing the magnitudes of the loss so that it was in the range of $\pm 1.0$ worked well, and alleviated the need for finding new learning rates for different loss functions.

To highlight the behavior the two methods with different loss functions we selected the $L_1$-PCA problem as an example optimization problem. The details of $L_1$-PCA and the dataset are highlighted in Chapter 4 but all of the various losses we used demonstrated similar behavior for the different learning rates. For these experiments we extracted the top 10 principal components from a dataset consisting of 400 25-dimensional vectors. In all of these experiments we use a learning rate schedule that reduced the learning rate by an order of magnitude at 50% and again at 75% through training. We provide example plots of the loss over the course of training with the Two-Step and PMO methods in Figures 3.4 and 3.5, respectively.

The plot in Figure 3.4 shows the significant impact the learning rate has on the Two-Step method. If the learning rate is too high the optimizer takes excessively large steps and fails to converge, depicted by the Red and Blue plots in Figure 3.4. This verifies a key requirement in the proof of convergence for the Two-Step method: the step size must be small enough that the update is in the local region of the manifold where the tangent space is still representative. However, if the loss function is too small the optimizer will fail to converge to the global minimum, depicted by the Black plot in Figure 3.4. We found that a learning rate of 0.1 generally assured convergence to the global minimum, shown as the green plot in Figure 3.4.

There is a drawback to using lower learning rates for the Two-Step method: very slow convergence. The Two-Step method with a learning rate of 0.1 took over 3000 epochs to plateau. An interesting behavior that can be seen from the Blue plot (learning rate of 1.0) in Figure 3.4 is that even though the learning rate is too large for convergence, the optimizer is pushed in the direction of the minima and therefore converges faster once the learning rate is reduced. We decided to leverage this behavior
Figure 3.4: Example behavior of the loss when varying the learning rate using the Two-Step retraction method. The learning rates used were: Red 10.0, Blue 1.0, Green 0.1, Black 0.01.

to accelerate the convergence of the Two-Step method using a customized learning rate schedule. We initially train with a high learning rate of 1.0 for the first 5% of training, then the learning rate is reduced by an order of magnitude at 60% and 85% through training. We found that this configuration allowed for the optimal convergence of the Two-Step method. Even with the optimized learning rate schedule, the Two-step method often takes over 2000 epochs to converge.

The behavior of the Proxy-Matrix Optimizer with various learning rates is plotted in Figure 3.5. It should be noted that the scale of the horizontal axis in Figure 3.5 is an order of magnitude smaller than that in Figure 3.4. The first observation that is striking from the plot is the quick convergence of all methods, where all are reaching a plateau before 400 epochs. It is hard to visually see the differences between the different learning rates but we found slight numerical differences in the final results for each learning rate. Our experiments show that a learning rate above 100.0, Blue in figure, did not allow the network to converge to a constant solution. A learning rate of 1.0, Black in figure, had slower convergence. We therefore selected a learning rate of 10.0 for the Proxy-Matrix Optimization method. As was done with the Two-Step
Figure 3.5: Example behavior of the loss when varying the learning rate using the Proxy-Matrix method. The learning rate was reduced by an order of magnitude at 50% and again at 75% through training. The learning rates used were: Red 1000.0, Blue 100.0, Green 10.0, Black 1.0.

method, we designed a learning rate schedule for PMO to accelerate convergence based on the behavior of demonstrated in the Figure 3.5. We found that PMO tends to make the majority of the reduction to the optimization loss with the largest learning rate, and only needs the learning rate to be reduced to minimize oscillation. Therefore we settled on a learning rate schedule for PMO where the learning rate was reduced by an order of magnitude at 80% and 90% through training.

3.4.2 Number of Iterations for Convergence

We next investigate how many epochs are required to train both the Two-Step and PMO methods until they converge to the global minima. We performed these experiments
with various loss functions, however we will provide only a few informative results for the reprojection loss formulation of PCA with various norms. The utility of such optimization problems is discussed in Chapter 4.

In order to demonstrate the consistent improved convergences of the Proxy-Matrix method, we plot the convergence plots for optimization of three different variants of PCA in Figures 3.8, 3.7, and 3.6, where the $L_{0.5}$, $L_1$, and $L_2$ norms are optimized, respectively. To do this we trained each optimizer for a wide range of iterations, from 1 to 10000, and report the final reprojection accuracy they achieved relative to the optimal solution. For all experiments in this section the customized learning rate schedules were used for both methods.

![Convergence plot of Two-Step and Proxy Matrix methods](image)

Figure 3.6: Convergence plot of Two-Step and Proxy Matrix methods, Blue and Red plots respectively, for $L_2$-PCA.

The PMO method demonstrates consistent convergence behavior and generally converges orders of magnitude faster than the Two-Step method. The faster convergence is important because it means PMO requires significantly fewer iterations without any loss in accuracy. The smooth degradation is also a favorable behavior, because it means that the accuracy of the result will be affected predictably if the number of iterations are reduced in order to accelerate the algorithm.
Figure 3.7: Convergence plot of Two-Step and Proxy Matrix methods, Blue and Red plots respectively, for $L_1$-PCA. (Note the horizontal axis is in log-scale.)

Figure 3.8: Convergence plot of Two-Step and Proxy Matrix methods, Blue and Red plots respectively, for $L_{0.5}$-PCA. (Note the horizontal axis is in log-scale.)
3.5 Implementation Details

We present a neural network-based implementation of Grassmann manifold optimization for dimensionality reduction based on our initial work in [102]. Many methods exist for optimization over the Grassmann manifold, but many have drawbacks including lack of flexibility or slow convergence. Many other methods for Grassmann manifold optimization require the partial derivative of the loss function either be explicitly provided or solved for using suboptimal numerical differentiation. These requirements limit the flexibility of the optimizer to be used for various loss functions. In contrast, our method leverages the auto-differentiation methods supplied in the PyTorch Deep Learning framework [108] to automatically calculate the gradients of the loss functions, allowing for much greater flexibility. The proposed approach leverages the PyTorch framework by reformulating the Grassmann manifold optimization problem into a neural network architecture. Our initial work in the field of manifold optimization was an implementation of the One-Step retraction method using TensorFlow Deep Learning framework [1] proposed GM-PCA method [102]. The GM-PCA method was based on the One-Step optimization method, so it did not have a theoretical proof of convergence, however we found experimental that it almost always did converge.

Since then, we reformulated our method into the Proxy-Matrix Optimization technique that proved to be greatly superior to our initial One-Step method. For PMO we have changed our deep learning framework to PyTorch [108], because of its increased flexibility. Another important factor in the framework change was that PyTorch provided a built in implementation for backpropagation through SVD. Backpropagation with Gradient Descent, and the mini-batch variant of Stochastic Gradient Descent, are the most widely used optimization methods in the field of deep learning. The robustness of SGD is primarily due to its ability to optimize over a large dataset and thus escape the local minima that can trap other optimization techniques [10].
Chapter 4

 Dimensionality Reduction

Linear Dimensionality Reduction (LDR) is a broad range of methods which are widely used throughout the fields of machine learning and signal processing. Broadly speaking all LDR methods share a common goal, learning a low dimensional subspace that better captures the structure of the data. Different LDR methods focus on capturing different structures or features in the low dimensional representation of the data. In this section we discuss various LDR methods and how they can be reformulated to fit in a unified LDR framework which uses our proposed Proxy Matrix Optimization method.

4.1 Background

Linear Dimensionality Reduction methods are commonly used by many machine learning and signal processing methods to both reduce the processing time and extract the nominal data from noisy signals in high-dimensional data. Of particular interest in this dissertation is the application of different LDR methods to computer vision problems. Each LDR method has a unique optimization objective, $f_X(R)$, based on the desired structure they aim to preserve or enhance in the low dimensional space. This optimization objective is used to search for a projection matrix $R \in \mathbb{R}^{n \times p}$ which projects $n$-dimensional input data to a lower $p$-dimensional space such that it minimizes the objective loss. The input data is stored in an $(m \times n)$-dimensional matrix, $X = [x_1, \ldots, x_n]^T$, whose $m$ rows hold the $n$-dimensional data vectors. Thus projection of high-dimensional data, $X$, to the low-dimensional space performed using
to the projection matrix, $\mathbf{R}$, is given as:

$$\mathbf{Y} = \mathbf{X}\mathbf{R} \tag{4.1}$$

Where $\mathbf{Y}$ is the low-dimensional representation of the data, with dimensions $(m \times p)$. Some dimensionality reduction methods focus on optimizing projection matrix based on the low dimensionality representation, $\mathbf{Y}$. Others reproject the low-dimensional data back to the high-dimensional space using the following:

$$\hat{\mathbf{X}} = \mathbf{Y}\mathbf{R}^T = \mathbf{X}\mathbf{R}\mathbf{R}^T \tag{4.2}$$

This reprojection is often performed when the objective focuses on learning a representation of the data that is similar to the original input data.

For most LDR methods the projection matrix is often constrained to be an orthonormal matrix, i.e. it satisfies $\mathbf{R}^T\mathbf{R} = \mathbf{I}_p$ where $\mathbf{I}_p$ is the $(p \times p)$ identity matrix. If the matrix $\mathbf{R}$ conforms to this constraint, its columns are orthogonal basis vectors. The set of all orthogonal matrices belonging to $\mathbb{R}^{n \times p}$ is the well-studied Grassmann Manifold $G^{n \times p}$ discussed in Chapter 3. It therefore follows that the general dimensionality reduction optimization problem can be given as:

$$\mathbf{R}^* = \arg \min_{\mathbf{R} \in G^{n \times p}} f_X(\mathbf{R}) \tag{4.3}$$

The field of linear dimensionality reduction is broad, and includes a huge variety of methods, each aimed at solving a particular problem with a unique optimization formulation. In this section, we present Linear Dimensionality Reduction methods that are pertinent to this work. We aim to provide both the theoretical basis for each method, as well as the formulation for their optimization objective based on Equation (4.3).

### 4.1.1 Grassmann Optimization for Linear Dimensionality Reduction

In [20], Cunningham and Ghahrammani reformulate Linear Dimensionality Reduction problems as variants of Grassmann manifold optimization with different loss functions. The authors demonstrate that, though particular heuristic optimal approaches may exist, identical results can be achieved by their Grassmann optimization approach. The heuristic approaches are sometimes more efficient, but they may not always be optimal. The benefit to a manifold optimization approach is two-fold: Firstly, it means that a single optimization framework can be used for a large number of LDR problems.
Secondly the Grassmann manifold optimization approach finds all components of the projection simultaneously.

Instead of the greedy approach that is typically taken for problems such as PCA, the authors propose an iterative two-step approach to optimization on the Grassmann manifold, outlined in Section 3.3.2. The first step minimizes the loss function, and the second step retracts the updated projection matrix $R$ back to the Grassmann manifold. This work demonstrated that though it may not be the most efficient method for $L_2$-PCA, identical results to the traditional decomposition methods can be achieved with manifold optimization techniques. They went on to show that indeed greedy decomposition methods which are commonly used on similar dimensionality reduction methods are sub-optimal for the Linear Discriminant Analysis (LDA) problem.

This approach to Linear Dimensionality Reduction based on optimization on the Grassmann manifold serves as the inspiration for much of our work in the field of LDR using our proposed PMO manifold optimization technique.

### 4.1.2 $L_2$-norm Based PCA

A great deal of work has been done on $L_2$-norm based PCA methods [30, 110]. The $L_2$ variant of PCA is widely used because there is an efficient solution that is proven to be optimal. There are three equivalent formulations for $L_2$-PCA optimization $f_X(R)$, given in Equations (4.4), (4.5), and (4.6).

The goal of the first optimization formulation of $L_2$-PCA, Equation (4.4), is to learn an orthogonal projection, $R$, of a low-dimensional surrogate of the data, $S$, such that the maximum amount of information in $X$ is retained in $S$. Where $X$ is the $(m \times n)$ matrix composed $m$ data $n$-dimensional samples, $R$ is a $(n \times p)$ orthogonal projection matrix, and $S$ is a $(m \times p)$ matrix composed of the $p$-dimensional surrogates of the $m$ data samples. This can be represented similarly as a by replacing $S$ using Equation (4.1), $S = XR$, resulting in an equivalent optimization problem, Equation (4.5). These two formulations are often referred to as reprojection error minimization problems.

There is a third formulation of the $L_2$-PCA optimization that results from properties of the $L_2$-norm and aims to maximize the energy of the data in the projection space, given in Equation (4.6). The third formulation is the most commonly used today because it has an efficient solution that can be obtained in quadratic time by decomposing the covariance matrix of the input data, $X^T X$, and taking the eigenvectors corresponding to the $K$ highest eigenvalues.
\{R^*, S^*\} = \arg \min_{R \in \mathcal{G}^{n \times p}, S} (\|X - SR^T\|_2^2) \tag{4.4}

R^* = \arg \min_{R \in \mathcal{G}^{n \times p}} (\|X - XRR^T\|_2^2) \tag{4.5}

R^* = \arg \max_{R \in \mathcal{G}^{n \times p}} (\|XR\|_2^2) \tag{4.6}

4.1.3 \textit{L}_1\text{-norm Based PCA Background}

$L_2$-PCA is commonly used in many applications, but it is sensitive to outliers in the dataset [77]. If the data contain outliers from a significantly different distribution, the noise has a destructive impact on the principal components. This effect is more apparent in the case of the $L_2$-PCA because of the squared magnitude in the $L_2$-Norm, as explained in [14].

One approach to minimizing the impact of outlying data points is to replace the $L_2$-Norm with the $L_1$-Norm when calculating the principal components (PCs). The drawback to using the $L_1$-Norm is that the reprojection theorem does not hold under the $L_1$-Norm, thus the Singular Value Decomposition (SVD) method used for the $L_2$ norm can no longer be applied. Additionally, the three corollary $L_1$ optimization problems, Equations (4.7), (4.8), and (4.9), are no longer equivalent. Focus has primarily been on two of the formulations: reprojection error minimization, Equation (4.8), and projection energy maximization, Equation (4.9).

\{R^*, S^*\} = \arg \min_{R \in \mathcal{G}^{n \times p}, S} (\|X - SR^T\|_1) \tag{4.7}

R^* = \arg \min_{R \in \mathcal{G}^{n \times p}} (\|X - XRR^T\|_1) \tag{4.8}

R^* = \arg \max_{R \in \mathcal{G}^{n \times p}} (\|XR\|_1) \tag{4.9}

It is not known which optimization formulation is best suited for $L_1$-PCA. One of the advantages of our approach is that it can be used with either of the above loss functions. Some works have focused on minimizing the reprojection error in Equation (4.8), for example [12, 13, 70, 71]. However, due to the non-smooth error surface, an optimal solution has not yet been developed. The $L_1$ energy maximization formulation, Equation (4.9), has been demonstrated to be more tractable. Two optimal
solutions have been developed in [96, 97] with computational complexity $O(2^{NK})$ and $O(N^{\text{rank}(X)K-K+1})$, respectively, where $N$ is the number of data points. More recently a sub-optimal but more efficient method for $L_1$-PCA was proposed in [98]. Markopoulos et al. develop a method which greedily searches for each $L_1$ principal component using bit flipping to find the components that maximize the projection energy.

### 4.1.4 $L_p$-Norm Based PCA

The concept of energy maximization in the low-dimensional space was generalized from the $L_1$ and $L_2$ norms to the more general $L_p$-norm. The equation for the $L_p$-norm of the $n$-dimensional vector $x$ is given as:

$$\|x\|_p^p = \sum_{i=0}^{n} |x_i|^p$$  \hspace{1cm} (4.10)

Where $\|\cdot\|$ is the absolute value function, and $p$ is an arbitrary real value greater than zero. The optimization problem for energy maximization based $L_p$-PCA is:

$$R^* = \arg \max_{R \in G^{n \times p}} (\|XR\|_p^P)$$  \hspace{1cm} (4.11)

In [78] Kwak suggests that the use of fractional $L_p$-norms allows PCA to better fit datasets that are non-Gaussian distribution. Kwak proposed a solution for $L_p$-norm PCA based on a greedy component by component search using either Gradient ascent or Lagrangian multiplier methods. Their results demonstrate that for some datasets the components extracted using $P < 0.0$ work best, however they also demonstrate how the error surface is highly non-convex when $p < 1.0$. Therefore, they suggest that optimizing for lower values of $p$ may not always converge.

### 4.1.5 Linear Discriminant Analysis

Fisher’s Linear Discriminant Analysis (LDA) [8, 33, 36, 113] is a popular LDR method that uses class labels to find the projection which minimizes the covariance between samples from the same class, $\Sigma_W$, while maximizes the covariance of samples from different classes, $\Sigma_B$. The intra-class, within-class, variance is given as:

$$\Sigma_W = \sum_{i=0}^{n} (x_i - \mu_{c_i})(x_i - \mu_{c_i})^T$$  \hspace{1cm} (4.12)
The inter-class, between-class, covariance is given as:

$$\Sigma_B = \sum_{i=0}^{n} (\mu_{c_i} - \mu)(\mu_{c_i} - \mu)^T$$  \hspace{1cm} (4.13)

Where $\mu$ is the mean for all of the data, and $\mu_{c_i}$ is the mean of the class that the $i^{th}$ sample belongs to. If the data is already zeros-mean prior to preforming LDA, Equation (4.13) simplifies to:

$$\Sigma_B = \sum_{i=0}^{n} \mu_{c_i} \mu_{c_i}^T$$  \hspace{1cm} (4.14)

The loss function formulation of the LDA optimization objective is given as:

$$R^* = \arg \max_{R \in \mathcal{G}^{n \times p}} \left( \frac{\text{tr}(R^T \Sigma_B R)}{\text{tr}(R^T \Sigma_W R)} \right)$$  \hspace{1cm} (4.15)

Where is $\text{tr}(\cdot)$ is the matrix trace operator, which sums the elements on the main diagonal of the matrix.

Cunningham and Ghahramani [20] highlight an important error in a commonly used formulation of LDA, which uses the a greedy eigenvector decomposition of $\Sigma_W^T \Sigma_B$. The authors point out that this solution minimizes the following equation, which is related to but not the actual optimization objective of LDA.

$$R^* = \arg \max_{R \in \mathcal{G}^{n \times p}} \left( \text{tr}\left( R^T \Sigma_W R \right)^{-1} \text{tr} \left( R^T \Sigma_B R \right) \right)$$  \hspace{1cm} (4.16)

The difference between the optimization objective in Equation (4.15) and Equation 4.16, is the difference between minimizing the quotient of the traces, the correct objective, and minimizing the trace of the quotients, the incorrect objective. This difference is further discussed in [127, 156].

### 4.2 Dimensionality Reduction Using Proxy-Matrix Optimization

In this work we apply the Proxy Matrix Optimization methods to the problem of Linear Dimensional Reduction. At its core, PMO is a neural network-based implementation of Grassmann manifold optimization for dimensionality reduction. This
method was inspired by our work in [102], however, the method was reformulated to accelerate convergence to the optimal solution. This approach is based on the iterative Grassmann manifold optimization approach to dimensionality reduction originally presented in [20]. Cunningham and Ghahramani present a method to optimize the entire projection matrix $\mathbb{R}^{k \times n}$ simultaneously using an iterative approach of a line-search optimization technique and Grassmann manifold retraction step. This approach was highly influential for the development of the proposed work, but had several drawbacks including lack of flexibility due to it requiring the partial derivative of the loss function either be explicitly provided or solved for using suboptimal numerical differentiation. In contrast, the PMO method leverages the auto differentiation methods supplied in the PyTorch Deep Learning framework [108] to automatically calculate the gradients of the loss functions, allowing for much greater flexibility.

One of the key benefits of the neural network based approach of the PMO over other LDR methods is its flexibility. Proxy Matrix Optimization can be used for any LDR method, as long as the projection matrix is required to be orthogonal. The only other requirement is that the LDR method’s optimization objective can be formulated as a loss function that can be implemented in the PyTorch framework, which is often relatively straightforward. In this section we highlight some specific details for a handful of example LDR methods implemented using PMO. However, these methods just serve as some key examples, and do not exhaust the full variety of LDR methods that can be implemented using PMO.

4.2.1 $L_p$-PCA

In this section we formulate our PCA method for the general $L_p$-norm, where if $p = 2$ the problem is the special case of $L_2$-PCA and if $p = 1$ the problem is the $L_1$-PCA. This is the first time the behavior of the reprojection minimization and the projection maximization formulations of PCA could be directly compared for cases where $p \neq 2$. Previously most works on PCA that were based on non-$L_2$ norms have focused on the projections maximization, due to its improved tractability. We hope that by providing a direct comparison we gain insight into the behaviors of each formulation and encourage future work on the reprojection formulation.

We also note that we scale the loss for each problem by the norm of the input data $\|X\|_p^p$ so that the same learning rate can be used regardless of the magnitudes of the values in the input or number of samples. Because the scaling factor is constant, it can be precomputed and does not impact the geometry of the error surface. It only affects
the magnitudes of the gradients.

We implement the reprojection error minimization formulation for general $L_p$-PCA as:

$$R^* = \arg \min_R \left( \frac{1}{\|X\|_p^p} \|X - XRR^T\|_p^p \right)$$ (4.17)

The projection maximization is implemented in a similar fashion, however the norm is negated so that it can be treated as a minimization problem. This was done because all optimizers in PyTorch are implemented for minimization. Thus, the loss function we use for the projection maximization problem is given as:

$$R^* = \arg \min_R \left( -\frac{1}{\|X\|_p^p} \|XR\|_p^p \right)$$ (4.18)

By formulating our two loss functions for PCA in the more general $L_p$-norm manner we have the flexibility to explore the impact of different $L_p$-norms for PCA and instigate their impact on robustness to outliers. Previously the area of $L_p$-norm PCA has been under-explored because of the lack of flexibility, computational complexity, and instability of many solutions to the general $L_p$-PCA problem. In Section 4.3 we perform these experiments on multiple datasets.

### 4.2.2 Weighted Contribution PCA

The main motivation for using $L_p$-norms is that it has been shown that when $p < 2$ the components extracted using $L_p$-PCA are more robust to outliers [78]. As previously discussed this improved robustness is due to the lower impact on the loss when the norm is raised to a power less than 2.0. In this section we propose a new method for outlier robustness based on the concept of explicitly weighting the contribution of the loss of each point based on how well it fits our model for the data. We call this method Weighted contribution PCA (W-PCA).

There has been limited work in this area in the past. Some related works [5,23,143] aimed to learn a combination of a weighting matrix $W$ in combination with the projection $R$ with the goal of performing PCA on data with lost or corrupted samples. These works used an Expectation-Maximization approach to finding a solution for a $W$ and $R$ and were only focused on $L_2$-PCA. A key difference between these previous works is not only that they optimize $W$ along with $R$, but also that the weights for each entry of $W_{i,j}$ were specific to each dimension of each input. In this
work we fix $W$ based some precomputed metric, and equally scale the contribution of all dimensions for each data point.

Our formulation for the Reprojection minimization variant of W-PCA is then given as:

$$\arg\min_R \left( \frac{1}{\|X\|_P^P} \|X - XRR^T\|_P^P \right)$$

(4.19)

The projection maximization optimization objective is given as:

$$\arg\min_R \left( - \frac{1}{\|X\|_P^P} \|XR\|_P^P \right)$$

(4.20)

Where $W(X_i)$ is the weighted calculated by some weighting function for the input data point $X_i$.

The exact weighting function used in W-PCA can be any arbitrary function that produces a real valued scalar based on a $n$-dimensional vector input. In this work we implement weighting function $W(\cdot)$ based on the distance of each the datapoint to the median of the dataset. Our weighting metric is given as:

$$W(X_i) = \frac{\sum_{j=0}^{n} \|X_j - \bar{X}\|_P^P \|X_i - \bar{X}\|_P^P}{\sum_{j=0}^{n} \|X_j - \bar{X}\|_P^P}$$

(4.21)

Where row vector corresponding to the $i$th data point, and $\bar{X}$ $n$-dimensional vector containing the median value for each dimension of all the data points.

We choose this simple weighting function because it does not impose to constraint of prior knowledge about the data. However, if more information about the data is known, a data specific metric could be used. One potential example is that if the data is know to come from a Gaussian distribution, then a Gaussian distribution could be fit to the data. With the weight for each data point would be the probability density sampled at the location corresponding to the data point.

### 4.3 Experiments

In this section we outline our experimental results using our proposed PMO Grassmann manifold Optimization framework for dimensionality reduction. We first present the results from a series of experiments performed on an artificially generated dataset, we call the Synthetic-Dataset. The Synthetic-Dataset is a collection of multiple sample
sets, each consisting of a training set with 500 samples and a test set with 100 samples. The data in both sets are samples from a randomly generated 25-dimensional Gaussian distribution with a unique random covariance matrix. These experiments are useful because they provide a controlled environment to test the methods with the ability to verify the repeatability of the results.

For our initial experiments with $L_2$-PCA we compare the proposed PMO based method against the proven optimal SVD-based PCA method. We perform these experiments on an uncorrupted version of the Synthetic-Dataset. After our $L_2$-PCA experiments, we perform a set of experiments with $L_1$-PCA. We compare our PM-$L_1$-PCA to a state-of-the-art $L_1$ PCA method, on the version Synthetic-Dataset that has been corrupted with outliers. After comparing the special cases of $L_2$ and $L_1$ PCA to the state of the art methods in the field, we explore the behavior of the PMO method in the general $L_p$-PCA problem. We pay specific attention to the impact of both the value of $p$ and difference between the reprojection and projection objectives.

Following our experiments on the impact of different $L_p$-norms, we demonstrate how adding our W-PCA method can improve the robustness of $L_p$-PCA to outliers in the training set. All experiments on the Synthetic-Dataset, except for the $L_2$-PCA experiments, were performed on a variation of the Synthetic-Dataset where 10% of the data points were replaced with samples for a significantly different distribution, i.e. outlier points.

Once we verify that the PMO methods perform as expected in our experiments on the Synthetic-Dataset, we then demonstrate that PMO based PCA methods perform similarly on real-world computer vision tasks. The second dataset is a large collection of facial images that is commonly used for facial identification, known as Labeled Faces in the Wild (LFW) [58]. We test the PMO method on two types of dataset corruption on the LFW dataset, outlier datapoints and partial missing/corrupted data. The outlier experiments were performed in a manner similar to the experiments on the Synthetic-Dataset. In the missing/corrupted data experiments a randomly selected block covering 10% of every image is replaced with random noise.

The full set of experiments performed in this section demonstrates the potential improvement that is provided by our PMO based LDR methods. However, more importantly we hope that the results provide deeper insight into the general field of LDR using Grassmann manifold optimization and inspire future work in the area.
4.3.1 Initialization Experiments

Prior to preforming our experiments we acknowledge one drawback of using an optimization method based on SGD on a nonconvex loss surface. That drawback is that the optimizer may converge to different local minimum depending on its initialization. There are two popular approaches that are often used to mitigate the problem of converging to a local minima. The first approach is to randomly initialize multiple times and select the best solution. This method has the drawback of requiring the optimization to be run multiple times, thus significantly increasing the processing time. The second approach is to use prior knowledge to initialize in a region that is close to the global minimum. However, if the loss surface is non-convex, there is no guarantee that the optimizer will converge to the global minimum, even if initialized relatively close to it.

There is no consensus on which approach produces better results, thus, we decided to run multiple experiments with both initialization methods. We ran our method once with an initialization based on the $L_2$ solution. Then we ran for 5 runs with a random initial locations and selected the solution with the minimum loss on the training set as the final solution. In Figure 4.1 we then plot the percent improvement

Figure 4.1: Relative percent reduction in error for 5 random initializations vs. initializing with the $L_2$ solution. Experiments were run on 10 sets of data with four different dimensionality reduction objectives.

There is no consensus on which approach produces better results, thus, we decided to run multiple experiments with both initialization methods. We ran our method once with an initialization based on the $L_2$ solution. Then we ran for 5 runs with a random initial locations and selected the solution with the minimum loss on the training set as the final solution. In Figure 4.1 we then plot the percent improvement
of random initialization method relative to the $L_2$ based initialization. It is clear in the plot that most of the results were relatively similar for both initialization methods. However, random initialization did generally perform better. In the end we selected a compromise between the two methods. For the remainder of this work we ran the optimizer three times for each problem, once with the $L_2$ based initialization and twice with a random initialization. We should note that for any experiment where we were using a $p$ value of 2, we ran with three random initializations.

4.3.2 $L_2$-PCA Experiments

As previously mentioned, there already exists an optimal solution for $L_2$-PCA. Thus in this work we do not aim to further improve on the reprojection results of current $L_2$-PCA methods. Instead we aim to demonstrate that our proposed neural network based Grassmann manifold optimization approach converges to the same minima as the optimal solution. For these validation experiments we used our Synthetic-Dataset. The Synthetic-Dataset consists of 10 separate sets of data-points each generated from a 25-dimensional multi-dimensional Gaussian distribution, with randomly selected covariances. All data is centered (zero-mean) before processing by any LDR methods so all of the data was inherently zero mean.

We extracted the top principal components using the standard method for $L_2$-PCA, greedily selecting the top principal components using the Singular Value Decomposition of the covariance matrix. We compare the baseline $L_2$-PCA method with our proposed method which simultaneously optimizes all of the principal components using our proposed Grassmann manifold based method, PM-$L_2$-PCA. For these experiments we randomly seed the initial state of the principal components for the PM-$L_2$-PCA method.

The plots in Figure 4.2 demonstrate that the reprojection error for the two loss functions optimized using PMO matched the result of the proven optimal solution. This is an important result as it demonstrates that the proposed PMO technique does converge to the optimal Principal Components. By demonstrating that the proposed method achieves identical results these experiments provided evidence that the proposed method is in fact an optimal solution for $L_2$-PCA.
Figure 4.2: Average reprojection error for standard SVD based $L_2$-PCA and proposed PM-$L_2$-PCA methods for varying number of principal components.

4.3.3 $L_1$-PCA Experiments

In this section we first provide a direct comparison of our proposed method with the current state of the art $L_1$-PCA method, Bit-Flipping $L_1$-PCA [98]. In these experiments we compare the behavior of both the reprojection minimization and projection maximization formulations, Equations (4.8) and (4.9) respectively.

The experiments in this section are performed on the Synthetic-Dataset. We use a similar Synthetic-Dataset as in Section 4.3.2, however, in these experiments the training set for each of these datasets was corrupted by replacing 10% of the data with data from a significantly different distribution. A separate test partition was kept uncorrupted to test the reconstruction ability of each PCA method.

In order to better demonstrate the benefit of using $L_1$-PCA versus the $L_2$-PCA, we first present results with the current state of the art Bit-Flipping $L_1$-PCA [98] method, on our Synthetic-Dataset. We choose this method over a method for the exact optimal solution [97], because it has a better balance of computational time and accuracy.

Our first performance comparison is focused on the ability of each method to generate accurate reprojections of a clean dataset using principal components that were exacted from a training set that is corrupted with outlying data points. This metric is a good indication of how well each method captured the structure of the signal, clean data, and disregarded the noise, outlying data points, in the training set. It is commonly assumed that the lower the reconstruction on the clean data, the better
the signal is captured by the Principal Components.

The plot in Figure 4.3 presents the results for the reprojection error of both the $L_2$-PCA and $L_1$-PCA methods relative to the number of principal components extracted from the 25-dimensional data, ranging from 1 to 24 principal components. Here it is clear that in almost all instances the $L_1$-PCA outperforms the $L_2$-PCA until 24 principal components are extracted. At that point the reprojection error for both methods is almost zero and any difference is insignificant.

![Figure 4.3: Average reprojection error for four PCA methods for varying number of principal components. The mean from runs on 10 separate dataset are plot. The results from $L_2$-PCA are shown in blue, BF-$L_1$-PCA are shown in green, PM-$L_1$-PCA-RPR are shown in red, and PM-$L_1$-PCA-PRJ are shown in cyan.](image)

We next plot the percent improvement of the $L_1$-PCA method relative to $L_2$-PCA, in terms of reprojection error. This is formulated as, $P_{im} = \frac{E_{L_2} - E_{L_1}}{E_{L_2}} \times 100.0$. We plot the percent improvement result for the principal component sweep experiments in Figure 4.4. We don’t show the difference for the experiments with 24 components because the loss is so small that even a small variance is over-amplified. It is clear in 4.3 that all methods produces similar errors in the case of the number of components being one less than the original dimension of the data. This plot shows that in general the $L_1$-PCA method reduces the reprojection error relative to $L_2$-PCA, at the very least $L_1$-PCA does not under-perform $L_2$-PCA.
The plots in Figure 4.4 show that, unlike our experiments with $L_2$-PCA in Figure 4.2, there is a clear difference between the reprojection and projection objectives for $L_1$-PCA. The results produced by using the projection objective with the PMO optimizer are very similar to the results produced by the bit-flipping method. This is consistent with what is expected because they share the same objective and the bit-flipping method was shown to produce results close to the optimal $L_1$-PCA method.

The more interesting result from this experiment is the result produced using the reprojection objective. The reprojection objective is generally less-well studied due to its highly nonconvex loss surface. In these experiments we demonstrate that the reprojection objective always outperforms the projection objective in terms of a lower reconstruction error of the clean data. These results show that in general the reprojection objective produces a solution that more accurately captures the structure of the data rather than the noise. The other interesting difference between the two is that the projection objective produces solutions that provide the maximal improvement over $L_2$-PCA when the number of components extracted is around half of the data’s original dimension. The reprojection method, on the other hand, produces a maximal improvement when fewer components are extracted and its advantage steadily decreases as more components are extracted. This is consistent with the fact that there is a higher probability of capturing the structure of the noise in the components when more components are extracted.
After the principal component sweep experiments, we tested both $L_1$-PCA and $L_2$-PCA on varying dataset sizes, from 50-500 data points. We plot these results in the right plot of Figure 4.5. In these experiments the $L_1$-PCA method does not always outperform $L_2$-PCA. For very small datasets, with only 50 samples, the reprojection error of $L_1$-PCA is significantly worse for the projection objective and only marginally worse for the reprojection objective. However, for larger datasets the $L_1$-PCA methods produce better results than $L_2$-PCA. This under-performance is likely due to the fact the outliers have a larger impact in a small dataset.

Figure 4.5: Percent improvement of the PMO and Bit-Flipping $L_1$-PCA methods relative to $L_2$-PCA for datasets with various number of samples. Mean calculated based on 10 runs on randomly initialized datasets.

A benefit of the proposed PM-$L_1$-PCA method is the reduced computational time required to find the principal components so that $L_1$-PCA can be more appealing for widespread use. In the plots in Figures 4.6 and 4.7 we demonstrate that the proposed method provides a significant speedup relative to the current state of the art BF-$L_1$-PCA method [98].

These figures show that the proposed PM-$L_1$-PCA method has a relatively low execution time irrespective of the number of principal components extracted or the dataset size. This is because the major contributing source of computations is the singular value decomposition of the proxy matrix, and the backpropagation through the SVD layer. The primary factors that affect the computation time of the PM-based PCA method are the number of input dimensions and number of output dimensions. The number of computations required by the PMO algorithm is only linear with respect.
the number of input points. However, PM-based PCA can also be performed in a mini-batch manner, making the computation time constant with respect to the number input data points. This is in contrast to the exponential relationship between each of these parameters and the computation time of the BF-$L_1$-PCA method.

The reprojection variant of PM-PCA seems to maintain constant run times while the projection variant changes as the number of extracted components increases. We suggest that this is an artifact of our early termination criteria being too restrictive for the reprojection loss which tends to have more variation. None of the reprojection runs met the criteria for early termination while the projection methods did when fewer components were extracted.
4.3.4 $L_p$-PCA Experiments

In this section we perform experiments to determine what is the impact to the reprojection error when the $p$-norm is varied from 0.1 to 2.0. Previous work in the area of $L_p$-PCA based on the projection objective [78] suggests that PCA can be made more robust when $0 < p < 1$. In this section we perform additional experiments on the Synthetic-Dataset corrupted with outliers, using both the reprojection and projection objectives.

In Table 4.1 we present the reprojection errors on a clean test set when PM-$L_p$-PCA is trained on the corrupted dataset. In the table we present the results for both the reprojection and projection objectives. We also plot the result for the two objectives with their varying $L_p$-norms in Figures 4.8 and 4.9. We plot the results for the two objectives separately to better highlight the impact of $p$ on the reprojection accuracy on the test set. We do not plot the results for the reprojection objective for $L_{0.1}$ because the error is so large it distorts the plots of the rest of the data.

The plots in Figure 4.8 indicate that for the reprojection objective, the optimal value for $p$ is always 0.5, providing an up to 30% improvement over $L_2$-PCA. The plots in Figure 4.9 show a similar story for the projection objective, a $p$-norm of 0.5 tends to be best. However, the reprojection error on the test set tends to be higher for the projection objective than the reprojection objective. Another trend that we noticed was the results with a $p$-norm of 0.1 were significantly worse than the rest.
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We believe that this is because the loss surface is nonconvex to an extent that makes it non-suitable for traditional gradient-based optimization techniques.

We also ran experiments with varying datasets sizes to determine how PCA with the different $L_p$-norms responded to smaller datasets. We plot the relative improvement, to $L_2$-PCA, for the reprojection and projection objectives in Figures 4.10 and 4.11, respectively. We observe similar behavior to our experiments perform in previous section, where for very small datasets $L_p$-PCA under-performs $L_2$-PCA. However, for larger datasets $L_p$-PCA significantly outperforms $L_2$-PC, with $L_{0.5}$-PCA providing the most improvement.

The plots in Figures 4.10 and 4.11 are consistent with the results from our experiments extracting different number of components, Figures 4.8 and 4.9. Generally using a norm with a lower $p$-norm provides the most robustness to outliers. However, using $p < 0.5$ generally does not result in any additional improvement. In fact, in the case of a $p$-norm of 0.1 the method performs worse. Our results demonstrate that $L_{0.5}$-PCA achieves a 30% reduction in reprojection error, relative to the standard $L_2$-PCA. This is a promising result and consistent with the results in [78]. Based on these results, for the remainder of our experiments in this chapter we use both $L_1$ and $L_{0.5}$ norms due to their robustness.

<table>
<thead>
<tr>
<th>P-norm</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{0.1}$</td>
<td>-64.6</td>
<td>-61.9</td>
<td>-61.1</td>
<td>-43.6</td>
<td>-73.4</td>
<td>-100.6</td>
</tr>
<tr>
<td>$L_{0.25}$</td>
<td>-38.9</td>
<td>5.4</td>
<td>4.9</td>
<td>14.1</td>
<td>18.5</td>
<td>-6.9</td>
</tr>
<tr>
<td>$L_{0.5}$</td>
<td><strong>13.4</strong></td>
<td><strong>25.3</strong></td>
<td><strong>25.9</strong></td>
<td><strong>28.5</strong></td>
<td><strong>20.9</strong></td>
<td><strong>20.4</strong></td>
</tr>
<tr>
<td>$L_{0.75}$</td>
<td>11.0</td>
<td>22.6</td>
<td>20.9</td>
<td>18.6</td>
<td>17.5</td>
<td>4.8</td>
</tr>
<tr>
<td>$L_1$</td>
<td>7.4</td>
<td>15.3</td>
<td>14.6</td>
<td>12.2</td>
<td>10.7</td>
<td>11.8</td>
</tr>
<tr>
<td>$L_{1.5}$</td>
<td>1.9</td>
<td>3.2</td>
<td>3.5</td>
<td>3.6</td>
<td>2.7</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 4.1: Improvement reprojection errors, relative to $L_2$-PCA, for clean test set when PM-$L_p$-PCA with varying values of $p$ is trained on corrupted Synthetic-Dataset.
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Figure 4.8: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework for different number of components, all relative to $L_2$-PCA.

Figure 4.9: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework for different number of components, all relative to $L_2$-PCA.
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Figure 4.10: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework for different dataset sizes, all relative to $L_2$-PCA.

Figure 4.11: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework for different dataset sizes, all relative to $L_2$-PCA.
4.3.5 Weighted Contribution PCA Experiments

We next investigate the impact of introducing our weighted-contribution component to the PM-\(L_p\)-PCA process, on the synthetic-dataset. For these experiments we focus on the impact of our W-PCA method for norms with \(p\) of 0.5, 1.0, and 2.0. Again we compare the reconstruction error for each method against the baseline \(L_2\)-PCA method. We first present the results for the reprojection objective in Figure 4.12. Here we see that the W-PCA method, dashed lines, has a significant impact on PM-\(L_p\)-PCA with the reprojective objective for all three norms. Surprisingly even \(L_2\) experiences a close to 20% improvement over the \(L_2\)-PCA baseline when the weighting component is used, suggesting it provides a significant improvement to robustness even for non-robust \(L_p\)-norms. The W-PCA has an even more significant impact on the \(L_0.5\) and \(L_1\) based PCA methods. By adding the weighted contribution component to PM-\(L_1\)-PCA it outperforms PM-\(L_0.5\)-PCA with the weighted contribution method.

In Figure 4.13 we plot the impact of W-PCA on the PM-\(L_p\)-PCA with the projection objective. Here we find that W-PCA has an even more pronounced impact on the PM-\(L_2\)-PCA, improving the results by up to 60% from the \(L_2\)-PCA baseline. The W-PCA method also significantly improves the results produced by PM-\(L_1\)-PCA. However, the PM-\(L_0.5\)-PCA is only marginally improved by the W-PCA method.

We next performed experiments varying the number of samples in the dataset to examine the impact on the W-PCA methods. In Figures 4.14 and 4.15 we present the results achieved with and without the W-PCA method for the reprojection and projection objectives, respectively.

In this section our experiments were performed on a dataset that was synthetically generated in order to better examine the behavior of our PM-\(L_p\)-PCA method. In the next sets of experiments we use real imagery to demonstrate that the improvements demonstrated in this section were not artifacts specific to our dataset.
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Figure 4.12: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework using $p$ of 0.5, 1.0, 2.0. both without and with weighted-contributions, solid and dashed lines respectively. All results are relative improvement to $L_2$-PCA.

Figure 4.13: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework using $p$ of 0.5, 1.0, 2.0. both without and with weighted-contributions, solid and dashed lines respectively. All results are relative improvement to $L_2$-PCA.
Figure 4.14: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework for different dataset sizes, all relative to $L_2$-PCA.

Figure 4.15: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework for different dataset sizes, all relative to $L_2$-PCA.
4.3.6 Labeled Faces in the Wild Outlier Experiments

Figure 4.16: Example images of faces in the Labeled Faces in the Wild Dataset. The right-most image is an example of outlier noise image added to the training dataset in experiments.

In order to demonstrate the benefits of our proposed PMO based $L_p$-PCA method in a computer vision application we ran experiments extracting subspaces from a popular dataset consisting of images of faces. For these experiments we used the Labeled Faces in the Wild (LFW) Dataset [58], a dataset commonly used for facial identification. Examples from the LFW dataset and outlier noise samples are shown in Figure 4.16. Prior to the recent development of deep learning based methods, a common first step in many facial identification methods is to extract the principal components from the set of images, known as Eigenfaces [131]. In these experiments we demonstrate how such a technique would benefit from using the proposed $L_p$-PCA method if the dataset of faces is corrupted by outliers. We first present results where we simulate a corrupted dataset by outlying data samples. Then we present results on a dataset that simulates partially corrupted/lost/occluded training data.

For these experiments we downsampled each image to 25% of its original dimension to reduce computation time. We then split the LFW dataset into separate train and test partitions using an 80:20 split. For the outlier experiments the training set was then corrupted by replacing 10% of the samples with random noise. We then extracted the principal components from the corrupted training set using multiple methods.

We plot the improvement it terms of reduced reprojection error for our proposed PM-$L_1$-PCA method relative to the results from $L_2$-PCA in Figure 4.17. We found that when more than 50 components were extracted, both formulations of our proposed PM-$L_p$-PCA method outperform $L_2$-PCA. The increase in performance is most pronounced with the reprojection minimization formulation which achieves over a 40% reduction in reprojection error over $L_2$-PCA. Unlike in the synthetic-dataset there is not as pronounced a difference between the PM-$L_{0.5}$-PCA and PM-$L_1$-PCA results. One trend seems to be that PM-$L_1$-PCA tends to produce a lower reprojection error.
error on the clean test set when fewer components are extracted. When more than 200 components are extracted PM-$L_{0.5}$-PCA seems to produce better results.

![Graph showing improvement in reprojection error for the LFW dataset with varying values of $p$ using the proposed PM-$L_p$-PCA framework, all relative to $L_2$-PCA.]

Figure 4.17: Improvement in reprojection error for the LFW dataset with varying values of $p$ using the proposed PM-$L_p$-PCA framework, all relative to $L_2$-PCA.

We then applied our weighted contribution method to the PM-$L_p$-PCA methods. The results for the reprojection and projection objectives are plotted in Figure 4.18 and 4.19, respectively. Again in these experiments the W-PCA versions of each method (dashed lines) significantly improve on their baselines (solid-lines) for the projection formulation. The reprojection formulation does not exhibit significant improvement, outside of PM-$L_2$-PCA, though it always improves. Again PM-$L_1$-PCA becomes the top performing method when the W-PCA method is used.

In addition to our quantitative results in this section we also provide qualitative results in the form of example reprojections of uncorrupted test images in Figure 4.20. These results were produced by extracting the top 100 components from a dataset corrupted with 10%. Then the components trained on the corrupted dataset were used to reproject clean images, to determine how much of the noise was captured in the components.

It is clear from the examples in Figure 4.20 that the projection formulation of PM-$L_1$-PCA does not perform any better than the $L_2$-PCA. Unfortunately, the projection formulations of PM-$L_1$-PCA captures a fair amount of noise in the reprojection. This confirms the results in Figures 4.17 and 4.19, where the projection formulation of PM-
Figure 4.18: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework, both with and without the weighted loss functions, all relative to $L_2$-PCA.

$L_1$-PCA does not outperform $L_2$-PCA until more than 200 components are extracted. The reprojection formulation of PM-$L_1$-PCA, on the other hand, shows a significant reduction in noise in the reprojections. The differences are particularly evident in the areas with less variation, such as the forehead and cheeks. The improvement between the contribution variant is not as visually apparent however the quantitative results confirm there is small improvement when the weighted contribution method is uses.

The images that make up the columns in Figure 4.21 show the principal components (1,11,21,31,41,51,61,71,81,91) for: $L_2$ PCA (first row), PM-$L_1$-PCA with projection (second row), PM-$L_1$-PCA with reprojection (third row), and PM-$L_1$-PCA with reprojection and weighted contribution (fourth row), for these experiments. Notice how principal components in the first 5 columns of $L_2$-PCA do not contain much noise, while the last 5 columns are significantly influenced by noise. The projection formulation of PM-$L_1$-PCA appears to incorporate a small portion of noise into each component, though every component also appears to have some structure corresponding to the characteristics of a face. The components learned using PM-$L_1$-PCA with the reprojection formulations on the other hand have very little noise in their structure. Instead, each component seems to capture some facial structure such as edges around the nose, mouth and eyes.
Figure 4.19: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework, both with and without the weighted loss functions, all relative to $L_2$-PCA.
Figure 4.21: Example principal components resulting from training different PCA methods on a dataset of facial images with 10% of the image corrupted with uniform noise. The rows are organized as follows. First row: $L_2$-PCA. Second row: projection formulation of PM-$L_1$-PCA. Third row: reprojection formulation of PM-$L_1$-PCA. Forth row: reprojection formulation of PM-$L_1$-PCA with weighted contribution.
4.3.7 Labeled Faces in the Wild Occlusion Experiments

The definition of what constitutes an outlier is very broad and there are multiple ways to model the corruption of a dataset. In the previous sections we modeled outliers as points that were entirely replaced by samples from a different dataset. However, a more common type of corruption is when only a portion of the data for each sample is replaced with values from a different distribution. The partial corruption could result from lost data during transmission or partial occlusion of an object. In this section we test the robustness of our proposed method to such corruptions. To do this we replace a randomly placed patch which covers roughly 10% to 30% of each image with noise sampled from a uniform distribution. This type of data corruption models a situation where all of the faces in a dataset are partially occluded by an object, such as a scarf/hat/glasses.

In this section we perform the same analysis as in the previous section. In Figures 4.22 and 4.23 we plot the improvement to reprojection error of the reprojection and projection formulations of $PM-L_p$-PCA, respectively. In Figure 4.24 we plot a selection of the components learned by the various PCA methods. We present the reconstructions of clean data samples using the features extracted from the corrupted dataset in Figure 4.25. In Figure 4.26 we show the reprojection of corrupted data points using the same components.

The plots in Figures 4.22 and 4.23 show an interesting difference in reconstruction behavior based on the type of corruption. In the previous section the weighted contribution method provided a significant benefit to all $PM-L_p$-PCA methods, whereas in the occlusion experiments it provided little to no benefit. This makes sense as it is primarily designed to discard datapoints that are far away from the average of the dataset. However, in the occlusion experiments all of the samples are corrupted to a similar extent. Thus it is not beneficial to minimize the contribution of any particular point, as they are all equally corrupted. The more interesting behavior is that in almost every case the projection maximization formulation of $PM-L_p$-PCA produces worse results than $L_2$-PCA. However, the reprojection formulations generally improve on $L_2$-PCA providing further evidence that the reprojection formulation is generally superior to the projection formulation.

The principal components, shown in Figure 4.24, show a similar behavior as in the previous section. The initial components extracted using $L_2$-PCA are generally unaffected by the noise, where as the higher order components tend to capture the noise, as seen at the center of the images. Again, the components extracted using the projection formulation of $PM-L_1$-PCA capture some face structure, but also capture
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Figure 4.22: Improvement in reprojection error using the reprojection objective with the PM-$L_p$-PCA framework, both with and without the weighted loss functions, all relative to $L_2$-PCA.

The images in Figure 4.25 show that the reprojections using $L_2$ capture some portion of the noise from the training set, while the reprojection formulation of PM-$L_1$-PCA focuses on the general structure of the faces. A more interesting set of results are those shown in Figure 4.26, where we plot the reconstruction ability of the different methods when the input images are partially corrupted. For these experiments we used input images that had the random corruption patches, and we show the reconstruction using different PCA methods. These experiments are interesting because they show how well each method captured the underlying structure of the faces. Here we see that there is a fair amount of noise in the $L_2$-PCA reprojections. While the reprojection PM-$L_p$-PCA methods generally fill in the regions with believable face structures, even if the brightness of the patch is distorted due to the nature of the corruption patch.
Figure 4.23: Improvement in reprojection error using the projection objective with the PM-$L_p$-PCA framework, both with and without the weighted loss functions, all relative to $L_2$-PCA.

Figure 4.24: Example principal components resulting from training different PCA methods on a dataset of facial images with all images corrupted by a patch covering 10% to 30% of the image made of uniform noise. The rows are organized as follows. First row: $L_2$-PCA. Second row: projection formulation of PM-$L_1$-PCA. Third row: reprojection formulation of PM-$L_1$-PCA. Fourth row: reprojection formulation of PM-$L_1$-PCA with weighted contribution.
4.4 Remarks

In this section we outlined how linear dimensionality reduction problems can be reformulated as Grassmann Manifold optimization problems. We then demonstrated how the Proxy-Matrix optimization methods developed in Chapter 3 can be used to find a solution the LDR problem, given a loss function. We then perform an in-depth analysis on multiple version of the most popular LDR method, Principal Component Analysis. We present multiple results for different versions of PCA on both synthetic and real-world datasets corrupted by outliers. In Chapter 5 we demonstrate how the methods developed in this chapter can be used to compress deep neural networks.
Chapter 5

Cascaded Projection Network Compression

We propose a data-driven approach for deep convolutional neural network compression that achieves high accuracy with high throughput and low memory requirements. Current network compression methods either find a low-rank factorization of the features that requires more memory, or select only a subset of features by pruning entire filter channels. We propose the Cascaded Projection (CaP) compression method that projects the output and input filter channels of successive layers to a unified low dimensional space based on a low-rank projection. We optimize the projection to minimize classification loss and the difference between the next layer’s features in the compressed and uncompressed networks. To solve this non-convex optimization problem we propose a new optimization method of a proxy matrix using backpropagation and Stochastic Gradient Descent (SGD) with geometric constraints, as described in Chapters 3. Our cascaded projection approach leads to improvements in all critical areas of network compression: high accuracy, low memory consumption, low parameter count and high processing speed. The proposed CaP method demonstrates state-of-the-art results compressing VGG16 and ResNet networks with over $4 \times$ reduction in the number of computations and excellent performance in top-5 accuracy on the ImageNet dataset before and after fine-tuning.
5.1 Introduction

The compression of deep neural networks is gaining attention due to the effectiveness of deep networks and their potential applications on mobile and embedded devices. The powerful deep networks developed today are often overparameterized [26] and require large amounts of memory and computational resources [15]. Thus, efficient network compression, that reduces the number of computations and memory required to process images, enables the broader application of deep neural networks.

Methods for network compression can be categorized into four types, based on quantization, sparsification, factorization and pruning. In this work we leverage the advantages of factorization and pruning methods, as they are the most popular. Quantization methods accelerate deep networks and reduce storage by using mixed precision arithmetic and hashing codes [17, 19, 46]. However most of them require mixed precision arithmetic, which is not always available on standard hardware. Sparsification methods eliminate individual connections between nodes that have minimal impact on the network, however, they are not well suited for current applications because most neural network libraries are not optimized for sparse convolution operations and fail to achieve significant speedup.

Factorization methods [27, 68, 79, 161] reduce computations by factorizing the network kernels, often by splitting large kernels into a series of convolutions with smaller filters. These methods have the drawback of increasing memory consumption due to the intermediate convolution operations. Such memory requirements pose a problem for mobile applications, where network acceleration is needed most. Pruning methods [46, 53, 85, 93, 104, 132, 160, 164] compress layers of a network by removing entire convolutional filters and the corresponding channels in the filters of the next layer. They do not require feature map reprojection, however they discard a large amount of information when eliminating entire filter channels.

In this paper, we propose the Cascaded Projection (CaP) compression method which combines the superior reconstruction ability of factorization methods with the multi-layer cascaded compression of pruning methods. Instead of selecting a subset of features, as is done in pruning methods, CaP forms linear combinations of the original features that retain more information. However, unlike factorization methods, CaP brings the kernels in the next layer to low dimensional feature space and therefore does not require additional memory for reprojection.

Figure 5.1 provides a visual representation of the differences between the three methods: factorization (top row) reprojects to higher dimensional space and increases
memory, pruning (middle row) masks filters and eliminates their channels, and our proposed CaP methods (bottom row) combines filters to a smaller number without reprojecting. Our results demonstrate that by forming filters based on linear combinations instead of pruning with a mask, more information is kept in the filtering operations and better network classification accuracy is achieved.

The primary contributions of this chapter are the following:

1. We propose the CaP compression method that finds a low dimensional projection of the feature kernels and cascades the projection to compress the input channels of the kernels in the next layers.

2. We introduce proxy matrix projection backpropagation, the first method to optimize the compression projection for each layer using end-to-end training with standard backpropagation and stochastic gradient descent.

3. Our optimization method allows us to use a new loss function that combines the reconstruction loss with classification loss to find a better solution.

4. The CaP method is the first to simultaneously optimize the compression projection for all layers of residual networks.
5. Our results illustrate that CaP compressed networks achieve state-of-the-art accuracy while reducing the network's number of parameters, computational load and memory consumption.

5.2 Related Work

The goal of network compression and acceleration is to reduce the number of parameters and computations performed in deep networks without sacrificing accuracy. Early work in network pruning dates back to the 1990's [47]. However, the area did not gain much interest until deep convolutional networks became common [73, 74, 130] and the redundancy of network parameters became apparent [26]. Recent works aim to develop smaller network architectures that require fewer resources [55, 62, 114].

Quantization techniques [17, 19, 46, 67] use integer or mixed precision arithmetic only available on state-of-the-art GPUs [95]. These methods reduce the computation time and the amount of storage required for the network parameters. They can be applied in addition to other methods to further accelerate compressed networks, as was done in [72].

Network sparsification [89], sometimes referred to as unstructured pruning, reduces the number of connections in deep networks by imposing sparsity constraints. The work in [56] proposed recasting the sparsified network into separate groups of operations where the filters in each layer are only connected to a subset of the input channels. In [152] k-means clustering is used to encourage similarity between features to aid in compression. However, these methods require training the network from scratch which is not practical or efficient.

Filter factorization methods reduce computations at the cost of increased memory load for storing intermediate feature maps. Initial works focused on factorizing the three-dimensional convolutional kernels into three separable one-dimensional filters [27, 68]. In [79] CP-decomposition is used to decompose the convolutional layers into five layers with lower complexity. More recently [161] performed a channel decomposition that found a projection of the convolutional filters in each layer such that the asymmetric reprojection error was minimized.

Channel pruning methods [85, 93, 104, 132, 164] remove entire feature kernels for network compression. In [46] kernels are pruned based on their magnitudes, under the assumption that kernels with low magnitudes provide little information to the network. Li et al. [85] suggested a similar pruning technique based on kernel statistics. He et al. [53] proposed pruning filters based on minimizing the reconstruction error of
each layer. Luo et al. [93] further extended the concepts in [53] to prune filters that have minimal impact on the reconstruction of the next layer. Yu et al. [160] proposed Neuron Importance Score Propagation (NISP) to calculate the importance of each neuron based on its contribution to the final feature representation and prune feature channels that provide minimal information to the final feature representation.

Other recent works have focused less on finding the optimal set of features to prune and more on finding the optimal amount of features to remove from each layer of the network. This is important to study because the amount of pruning performed in each layer is often set arbitrarily or through extensive experimentation. In [155, 160] the authors propose automatic pruning architecture methods based on statistical measures. In [52, 60] methods are proposed which use reinforcement learning to learn an optimal network compression architecture. Additional work has been done to reduce the number of parameters in the final layers of deep networks [18], however the fully connected layer only contributes a small fraction of the overall computations.

5.3 Cascaded Projection Methodology

In this section we provide an in depth discussion of the CaP compression and acceleration method. We first introduce projection compression when applied to a single layer, and explain the relationship between CaP and previous filter factorization methods [161]. One of the main goals of CaP compression is eliminating the feature reprojection step performed in factorization methods. To accomplish this, CaP extends the compression in the present layer to the inputs of the kernels in the next layer by projecting them to the same low dimensional space, as shown in Figure 5.2. Next we demonstrate that, with a few alterations, the CaP compression method can perform simultaneous optimization of the projections for all of the layers in residual networks [49]. Lastly we present the core component of the CaP method, which is our new end-to-end optimization method that optimizes the layer compression projections using standard back-propagation and stochastic gradient descent.

5.3.1 Problem Definition

In a convolutional network, as illustrated in the top row of Figure 5.2, the $i^{th}$ layer takes as input a 4-Tensor $I_i$ of dimension $(n \times c_i \times h_i \times w_i)$, where $n$ is the number of images (mini-batch size) input into the network, $c_i$ is the number channels in the input and $w_i$ and $h_i$ are the height and width of the input. The input is convolved
with a set of filters $W_i$ represented as a 4-Tensor with dimensions $(c_{i+1} \times c_i \times k \times k)$, where $c_{i+1}$ is the number of kernels and $k$ is the spatial dimensions of the kernels, generally 3 pixels. In many networks, there is an additional bias, $b_i$, of dimension $(c_{i+1} \times 1 \times 1 \times 1)$, that is added to each channel of the output. More formally, the convolution operation for layer $i$ of a CNN is given as:

$$O_i = I_i \ast W_i + b_i$$  \hspace{1cm} (5.1)$$

where $(\ast)$ is the convolution operator. The input to the next layer is calculated by applying a nonlinearity to the output as $I_{i+1} = G(O_i)$, where $G(\cdot)$ is often a ReLU [105].

Network compression aims to reduce the number of filters so that the classification accuracy of the network is minimally impacted. In this work we find a projection $P_i$ that maps the features to a lower dimensional space by minimizing both the reconstruction error and the classification loss, as described in the rest of this section.

### 5.3.2 Single Layer Projection Compression

We first present how projection based compression is used to compress a single layer of a network. To compress layer $i$, the output features are projected to low dimensional representation of rank $r$ using an orthonormal projection matrix $P_i$ represented as a 4-Tensor of dimension $(c_{i+1} \times r \times 1 \times 1)$. The optimal projection, $P_i^*$ for layer $i$, based on minimizing the reconstruction loss is given as:

$$P_i^* = \arg\min_{P_i} \|O_i - (I_i \ast W_i \ast P_i + b_i \ast P_i) \ast P_i^T \|_F^2$$  \hspace{1cm} (5.2)$$

where $\|\cdot\|_F^2$ is the Frobenious norm.

Inspired by [161], we alter our optimization criteria to minimize the reconstruction loss of the input to the next layer. This results in the optimization:

$$P_i^* = \arg\min_{P_i} \|G(O_i) - G((I_i \ast W_i \ast P_i + b_i \ast P_i) \ast P_i^T) \|_F^2$$  \hspace{1cm} (5.3)$$

The inclusion of the nonlinearity makes this a more difficult optimization problem. In [161] the problem is relaxed and solved using Generalized SVD [43, 141, 142]. Our Cascaded Projection method is based on the end-to-end approach described next.
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Figure 5.2: Visual representation of the compression of a CNN layer using the CaP method to compress the filters $W_i$ and $W_{i+1}$ in the current and next layers using projections $P_i$ and $P_i^T$ respectively. The reconstruction error in the next layer is computed after the nonlinearity $G(\cdot)$.

5.3.3 Cascaded Projection Compression

Factorization methods, including the single layer projection compression discussed above, are inefficient due to the additional convolution operations required to reproject the features to high dimensional space. Pruning methods avoid reprojection by removing all channels associated with the pruned filters. CaP takes a more powerful approach that forms linear combination of the kernels by projecting without the extra memory requirements of factorization methods. Following the diagram in Figure 5.2, we consider two successive convolutional layers, labeled $i$ and $i+1$, with kernels $W_i$, $W_{i+1}$ and biases $b_i$, $b_{i+1}$ respectively. The input to layer $i$ is $I_i$, while the output of layer $i+1$ is the input to layer $i+2$, denoted by $I_{i+2}$ and given below.

$$I_{i+2} = G(G(I_i \ast W_i + b_i) \ast W_{i+1} + b_{i+1})$$  \hspace{1cm} (5.4)

After substituting our compressed representation with reprojection for layer $i$ in the above we get:

$$I_{i+2} = G(G((I_i \ast W_i \ast P_i + b_i \ast P_i) \ast P_i^T) \ast W_{i+1} + b_{i+1})$$  \hspace{1cm} (5.5)

To avoid reprojecting the low dimensional features back to higher dimensional space with $P_i^T$, we seek two projections. The first $P_i^O$ which captures the optimal
lower dimensional representation of the features in the current layer, and the second $P^I_1$ which pulls the kernels of the next layer down to lower dimensional space. This formulation leads to an optimization problem over the projection operators:

$$\{P^I_1, P^O_1\} = \arg \min_{P^I_1, P^O_1} \|I_{i+2} - G(G((I_i * W_i * P^O_1 \\
+ b_i * P^O_1)) * P^I_1 * W_{i+1} + b_{i+1}))\|_F^2 \tag{5.6}$$

To make the problem tractable, we enforce two strong constraints on the projections. We require that they are orthonormal and transposes of each other: $P^I_1 = (P^O_1)^T$. For the remainder of this work we replace $P^O_1$ and $P^I_1$ with $P_i$ and $P^T_i$, respectively. These constraints make the optimization problem more feasible by reducing the parameter search space to a single projection operator for each layer.

$$P^*_i = \arg \min_{P_i \in \mathbb{O}^{n \times m}} \|I_{i+2} - G(G((I_i * W_i * P_i \\
+ b_i * P_i)) * P^T_i * W_{i+1} + b_{i+1}))\|_F^2 \tag{5.7}$$

We solve the optimization of a single projection operator for each layer using a novel data-driven optimization method for projection operators discussed in Section 5.3.6.

**Kernel Compression and Relaxation**

Once the projection optimization is complete, we replace the kernels and biases in the current layer with their projected versions $W^O_i = W_i * P_i$ and $b^O_i = b_i * P_i$ respectively. We also replace the kernels in the next layer with their input compressed versions $W^I_{i+1} = P^T_i * W_{i+1}$. Thus,

$$I_{i+2} = G(G((I_i * W^O_i + b^O_i)) * W^I_{i+1} + b_{i+1}) \tag{5.8}$$

Figure 5.2 depicts how the filters $W^I_{i+1}$ in the next layer are compressed using the projection $P^T_i$ and are therefore smaller than the kernels in the original network. Utilizing the compressed kernels $W^O_i$ and $W^I_i$ results in twice the speedup over traditional factorization methods for all compressed intermediate layers (other than first and last layers).

Following kernel projection, we perform an additional round of training in which only the compressed kernels are optimized. We refer to this step as kernel relaxation because we are allowing the kernels to find a better optimal solution after our projection optimization step.
5.3.4 Mixture Loss

A benefit of gradient based optimization is that a loss function can be altered to minimize both reconstruction and classification error. Previous methods have focused on either reconstruction error minimization [53, 93] or classification [160] based metrics when pruning each layer. We propose using a combination of the standard cross entropy classification loss, $L_{\text{Class}}$, and the reconstruction loss $L_R$, shown in Figure 5.2. The reconstruction loss for layer $i$ is given as:

$$L_R(i) = \|I_{i+2} - G(G(I_i * W_i * P_i + b_i) * P_i^T * W_i + b_{i+1})\|^2_F$$

(5.9)

The mixture loss used to optimize the projections in layer $i$ is given as

$$L(i) = L_R(i) + \gamma L_{\text{Class}}$$

(5.10)

where $\gamma$ is a mixture parameter that allows adjusting the impact of each loss during training. By using a combination of the two losses we obtain a compressed network that maintains classification accuracy while having feature representations for each layer which contain the maximal amount of information from the original network.

5.3.5 Compressing Multi-Branch Networks

Multi-branch networks are popular due to their excellent performance and come in a variety of forms such as the Inception networks [137, 138, 139], Residual networks (ResNets) [49] and Dense Networks (DenseNets) [57] among others. We primarily focus on applying CaP network compression to ResNets, but our method can be integrated with other multi-branch networks. We select the ResNet architecture for two reasons. First, ResNets have a proven record of producing state-of-the art results [49, 50]. And second, the skip connections work well with network compression, as they allow propagating information through the network regardless of the compression process within the individual layers.

Our CaP modification for ResNet compression is illustrated in Figure 5.3. In our approach, we do not alter the structure of the residual block outputs, therefore we do not compress the outputs of the last convolution layers in each residual block, as was done by [93]. In [85, 160] pruning is performed on the residual connections, but we do not affect them, because pruning these layers has a large negative impact on the network’s accuracy.
**Simultaneous Layer Compression**

Most network compression methods apply a greedy layer-wise compression scheme, where one layer is compressed or pruned at a time. However, this layer-by-layer approach to network compression can lead to sub-optimal results [160]. We now present a version of CaP where all layers are simultaneously optimized. This approach allows the latter layers to help guide the projections of the earlier layers and minimize the total reconstruction error throughout the network.

In our experiments, we found that simultaneous optimization of the projection matrices has the risk of becoming unstable when we compress more than one layer in each residual block. To overcome this problem we split the training of the projections in residual blocks with more than one compressible layer into two rounds. In the first round, we train the projections without compression, and in the second round, we compress the projections as described in the previous section.

We calculate the reconstruction error in ResNets at the outputs of each residual block, as shown in Figure 5.3, in contrast to single branch networks where we calculate the reconstruction error at the next layer as shown in Figure 5.2. By calculating the reconstruction error after the skip connections, we leverage the information in the skip connections in our projection optimization.
round, the projections for the odd layers are optimized, and in the second round the even layer projections are optimized.

Additionally, we found that using the reconstruction loss at the final layers did not provide enough supervision to the network. We therefore introduced deep supervision for each layer by minimizing the sum of normalized reconstruction losses for each layer, given by:

$$\arg\min_{\mathbf{P}_i \in \mathbf{P}} \sum_{i=0}^{N} L_R(i) + \gamma L_{\text{Class}}$$  \hspace{1cm} (5.11)

where $\mathbf{P}_i$ is the projection for the $i^{th}$ layer, and $N$ is the total number of layers. We outline our approach to finding a solution for the above optimization using iterative backpropagation next.

5.3.6 Back-Propagated Projection Optimization

In this section we present an end-to-end Proxy Matrix Projection (PMaP) optimization method, which is an iterative optimization of the projection using backpropagation with Stochastic Gradient Descent (SGD). The proposed method efficiently optimizes the network compression by combining backpropagation with geometric constraints.

In our framework, we restrict the projection operators to be orthogonal and thus satisfy $\mathbf{P}_i^T \mathbf{P}_i = \mathbf{I}$. The set of $(n \times m)$ real-valued orthogonal matrices $\mathbb{O}^{n \times m}$, forms a smooth manifold known as a Grassmann manifold. There are several optimization methods on Grassmann manifolds, most of which include iterative optimization and retraction methods [2, 3, 20, 140, 151].

With CaP compression, the projection for each layer is dependent on the projections in all previous layers adding dependencies in the optimization across layers. Little work had been done in the field of optimization over multiple dependent Grassmann manifolds. Huang et al. [59] impose orthogonality constraints on the weights of a neural network during training using a method for backpropagation of gradients through structured linear algebra layers developed in [65, 66]. Inspired by these works, we utilize a similar approach where instead of optimizing each projection matrix directly, we use a proxy matrix $\mathbf{X}_i$ for each layer $i$ and a transformation $\Phi(\cdot)$ such that $\Phi(\mathbf{X}_i) = \mathbf{P}_i$.

We obtain the transformation $\Phi(\cdot)$ that projects each proxy matrix $\mathbf{X}_i$ to the closest location on the Grassmann manifold by performing Singular Value Decomposition (SVD) on $\mathbf{X}_i$, such that $\mathbf{X}_i = \mathbf{U}_i \Sigma_i \mathbf{V}_i^T$, where $\mathbf{U}_i$ and $\mathbf{V}_i^T$ are orthogonal matrices.
and $\Sigma_i$ is the matrix of singular values. The projection to the closest location on the Grassmann manifold is performed as $\Phi(X_i) = U_i V_i^T = P_i$.

During training, the projection matrix $P_i$ is not updated directly; instead the proxy parameter $X_i$ is updated based on the partial derivatives of the loss with respect to $U_i$ and $V_i$, $\frac{\partial L}{\partial U_i}$ and $\frac{\partial L}{\partial V_i}$ respectively. The partial derivative of the loss $L$ with respect to the proxy parameter $X_i$ was derived in [65, 66] using the chain rule and is given by:

$$
\frac{\partial L}{\partial X_i} = U_i \left\{ 2\Sigma_i \left( K_i^T \circ \left( V_i^T \frac{\partial L}{\partial V_i} \right) \right)_{sym} + \frac{\partial L}{\partial \Sigma_i} \right\} V_i^T
$$

where $\circ$ is the Hadamard product, $A_{sym}$ is the symmetric part of matrix $A$ given as $A_{sym} = \frac{1}{2}(A^T + A)$. Since $\Phi(X_i) = U_i V_i^T$, the loss does not depend on the matrix $\Sigma_i$. Thus, $\frac{\partial L}{\partial \Sigma_i} = 0$, and Equation (5.12) becomes:

$$
\frac{\partial L}{\partial X_i} = U_i \left\{ 2\Sigma_i \left( K_i^T \circ \left( V_i^T \frac{\partial L}{\partial V_i} \right) \right)_{sym} \right\} V_i^T
$$

The above allows us to optimize our compression projection operators for each layer of the network using backpropagation and SGD. Our method allows for end-to-end network compression using standard deep learning frameworks for the first time.

### 5.4 Experiments

We first perform experiments on independent layer compression of the VGG16 network to investigate how each layer responds to various levels of compression. We then perform a set of ablation studies on the proposed CaP algorithm to determine the impact for each step of the algorithm on the final accuracy of the compressed network. We compare CaP to other state-of-the-art methods by compressing the VGG16 network to have over $4 \times$ fewer floating point operations. Finally we present our experiments with varying levels of compression of ResNet architectures, with 18 or 50 layers, trained on the CIFAR10 dataset.

All experiments were performed using PyTorch 0.4 [108] on a work station running Ubuntu 16.04. The workstation had an Intel i5-6500 3.20GHz CPU with 15 GB of RAM and a NVIDIA Titan V GPU.
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5.4.1 Layer-wise Experiments

In these experiments, we investigate how each layer of the network is affected by increasing amounts of compression. We perform filter compression using CaP for each layer independently, while leaving all other layers uncompressed. We considered a range of compression for each layer, from 5% to 99%, and display the results in Figures 5.4 and 5.5. This plot shows two trends. Firstly, the reconstruction error does not increase much until 70% compression, indicating that a large portion of the parameters in each layer are redundant and could be reduced without much loss in accuracy. The
second trend is the increase in reconstruction error for each level of compression for the deeper layers of the network (right axis).

In Figure 5.4.1 we plot the network accuracy resulting from each level of compression for each layer. The network is relatively unaffected for a large range of compression, despite the fact that there is a significant amount of reconstruction error introduced by the compression shown in Figure 5.4.1.

### 5.4.2 CaP Ablation Experiments

We ran additional experiments to determine the contribution of the projection optimization and kernel relaxation steps of our algorithm. We first trained the ResNet18 network on the CIFAR100 dataset and achieved a baseline accuracy of 78.23%. We then compressed the network to 50% of the original size using only parts of the CaP method to assess the effects of different components. We present these results in Table 5.1.

<table>
<thead>
<tr>
<th>ResNet18 Network Variation</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet18 Uncompressed (upper bound)</td>
<td>78.23</td>
</tr>
<tr>
<td>Compressed ResNet18 from Scratch</td>
<td>77.22</td>
</tr>
<tr>
<td>CaP Compression with Projection Only</td>
<td>76.65</td>
</tr>
<tr>
<td>CaP with Random Proj. &amp; Kernel Relax</td>
<td>76.27</td>
</tr>
<tr>
<td>CaP with Projection &amp; Kernel Relax</td>
<td><strong>77.47</strong></td>
</tr>
</tbody>
</table>

Table 5.1: Network compression ablation study of the CaP method compressing the ResNet18 Network trained on the CIFAR100 dataset. (Bold numbers are best).

We also trained a compressed version ResNet18 from scratch for 350 epochs, to provide a baseline for the compressed ResNet18 network. When only projection compression is performed on the original ResNet18 network, there was a drop in accuracy of 1.58%. This loss in classification accuracy decreased to 0.76% after kernel relaxation. In contrast, when the optimized projections are replaced with random projections and only kernel relaxation training is performed, there is a 1.96% drop in accuracy, a 2.5 times increase in classification error. These results demonstrate that the projection optimization is an important aspect of our network compression algorithm, and the combination of both steps outperforms training the compressed network from scratch.
Figure 5.6: Classification accuracy drop on CIFAR10, relative to baseline, of compression methods (CaP, PCAS [155], PFEC [85] and LPF [60]) for a range of compression levels on ResNet18 (Right) and ResNet50 (Left).
### Table 5.2: Comparison of CaP with pruning and factorization based methods using ResNet56 and ResNet110 trained on CIFAR10. FT denotes fine-tuning. (Bold numbers are best). * Only the relative drop in accuracy was reported in [160] without baseline accuracy.

<table>
<thead>
<tr>
<th>ResNet</th>
<th>Method</th>
<th>FT</th>
<th>FLOPs %</th>
<th>Acc. / Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>PFEC [85]</td>
<td>N</td>
<td>72.4</td>
<td>91.31 / 93.04</td>
</tr>
<tr>
<td></td>
<td>CP [53]</td>
<td>N</td>
<td>50.0</td>
<td>90.90 / 92.80</td>
</tr>
<tr>
<td></td>
<td>SFP [51]</td>
<td>N</td>
<td>47.4</td>
<td>92.26 / 93.59</td>
</tr>
<tr>
<td></td>
<td>AMC [52]</td>
<td>N</td>
<td>50.0</td>
<td>90.1 / 92.8</td>
</tr>
<tr>
<td></td>
<td>CaP</td>
<td>N</td>
<td>50.2</td>
<td>92.92 / 93.51</td>
</tr>
<tr>
<td></td>
<td>PFEC [85]</td>
<td>Y</td>
<td>72.4</td>
<td>93.06 / 93.04</td>
</tr>
<tr>
<td></td>
<td>NISP [160]</td>
<td>Y</td>
<td>57.4</td>
<td>(-0.03) *</td>
</tr>
<tr>
<td></td>
<td>CP [53]</td>
<td>Y</td>
<td>50.0</td>
<td>91.80 / 92.80</td>
</tr>
<tr>
<td></td>
<td>SFP [51]</td>
<td>Y</td>
<td>47.4</td>
<td>93.35 / 93.59</td>
</tr>
<tr>
<td></td>
<td>AMC [52]</td>
<td>Y</td>
<td>50.0</td>
<td>91.9 / 92.8</td>
</tr>
<tr>
<td></td>
<td>DCP [164]</td>
<td>Y</td>
<td>35.0</td>
<td>93.7 / 93.6</td>
</tr>
<tr>
<td></td>
<td>CaP</td>
<td>Y</td>
<td>50.2</td>
<td>93.22 / 93.51</td>
</tr>
<tr>
<td>110</td>
<td>PFEC [85]</td>
<td>N</td>
<td>61.4</td>
<td>92.94 / 93.53</td>
</tr>
<tr>
<td></td>
<td>MIL [29]</td>
<td>N</td>
<td>65.8</td>
<td>93.44 / 93.63</td>
</tr>
<tr>
<td></td>
<td>SFP [51]</td>
<td>N</td>
<td>59.2</td>
<td>93.38 / 93.68</td>
</tr>
<tr>
<td></td>
<td>CaP</td>
<td>N</td>
<td>50.1</td>
<td>93.95 / 94.29</td>
</tr>
<tr>
<td></td>
<td>PFEC [85]</td>
<td>Y</td>
<td>61.4</td>
<td>93.30 / 93.53</td>
</tr>
<tr>
<td></td>
<td>NISP [160]</td>
<td>Y</td>
<td>56.3</td>
<td>(-0.18) *</td>
</tr>
<tr>
<td></td>
<td>SFP [51]</td>
<td>Y</td>
<td>59.2</td>
<td>93.86 / 93.68</td>
</tr>
<tr>
<td></td>
<td>CaP</td>
<td>Y</td>
<td>50.1</td>
<td>94.14 / 94.29</td>
</tr>
</tbody>
</table>
5.4.3 ResNet Compression on CIFAR 10

We perform two sets of experiments using ResNet18 and ResNet50 trained on the CIFAR10 dataset [74]. We compress 18 and 50 layer ResNets with varying levels of compression and compare the relative drop in accuracy of CaP with other state-of-the-art methods [60,85,155]. We plot the drop in classification accuracy for ResNet18 and ResNet50 in Figure 5.6. For both networks, the CaP method outperforms the other methods for the full range of compression.

In Table 5.2, we present classification accuracy of ResNet56 and ResNet110 with each residual block compressed to have 50% fewer FLOPs using CaPs. We compare the results obtained by CaP with those of [51,52,53,85,160] where the networks have been subjected to similar compression ratios. We report accuracy results with and without fine-tuning and include the baseline performance for comparison.

Results with fine-tuning are generally better, except in cases when there is overfitting. However, fine-tuning for a long period of time can hide the poor performance of a compression algorithm by retraining the network filters away from the compression results. The results of the CaP method without fine-tuning are based on projection optimization and kernel relaxation on the compressed filters with reconstruction loss, while the fine-tuning results are produced with an additional round of training based on mixture loss for all of the layers in the network.

5.4.4 VGG16 Compression with ImageNet

We compress the VGG16 network trained on ImageNet2012 [25] and compare the results of CaP with other state-of-the-art methods. We present two sets of results, without fine-tuning and with fine-tuning, in Tables 5.3 and 5.4 respectively. Fine-tuning on ImageNet is time intensive and requires significant computation power. This is a hindrance for many applications where users do not have enough resources to retrain a compressed network.

In Table 5.3 we compare CaP with factorization and pruning methods, all without fine-tuning. As expected, factorization methods suffer from increased memory load due to their additional intermediate feature maps. The channel pruning method in [53] has a significant reduction in memory consumption but under-performs the factorization method in [161] without fine-tuning. We present two sets of results for the CaP algorithm, each with different levels of compression for each layer. To match the architecture used in [53] we compressed layers 1-7 to 33% of their original size, and filters in layers 8-10 to 50% of their original size, while the remaining layers are
Table 5.3: Network compression results of pruning and factorization based methods without fine-tuning. The top-5 accuracy of the baseline VGG16 network varies slightly for each of the methods due to different models and frameworks. (Bold numbers are best). Results marked with * were obtained from [53].

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Memory (Mb)</th>
<th>FLOPs</th>
<th>GPU Speedup</th>
<th>Top-5 Acc/ Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16 [130] (Baseline)</td>
<td>14.71M</td>
<td>3.39</td>
<td>30.9B</td>
<td>1</td>
<td>89.9</td>
</tr>
<tr>
<td>Low-Rank [68]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.01*</td>
<td>80.02 / 89.9</td>
</tr>
<tr>
<td>Asym. [161]</td>
<td>5.11M</td>
<td>3.90</td>
<td>3.7B</td>
<td>1.55*</td>
<td>86.06 / 89.9</td>
</tr>
<tr>
<td>Channel Pruning [53]</td>
<td>7.48M</td>
<td>1.35</td>
<td>6.8B</td>
<td>2.5*</td>
<td>82.0 / 89.9</td>
</tr>
<tr>
<td>CaP ( [53] arch)</td>
<td>7.48M</td>
<td>1.35</td>
<td>6.8B</td>
<td>3.05</td>
<td>86.57 / 90.38</td>
</tr>
<tr>
<td>CaP Optimal</td>
<td>7.93M</td>
<td>1.11</td>
<td>6.8B</td>
<td>3.44</td>
<td>88.23 / 90.38</td>
</tr>
</tbody>
</table>

Table 5.4: Network compression results of pruning and factorization based methods with fine-tuning. (Bold numbers are best).

<table>
<thead>
<tr>
<th>Method</th>
<th>Mem. (Mb)</th>
<th>FLOPs</th>
<th>Top-5 Acc. / Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16 [130]</td>
<td>3.39</td>
<td>30.9B</td>
<td>89.9</td>
</tr>
<tr>
<td>Scratch [53]</td>
<td>1.35</td>
<td>6.8B</td>
<td>88.1</td>
</tr>
<tr>
<td>COBLA [84]</td>
<td>4.21</td>
<td>7.7B</td>
<td>88.9 / 89.9</td>
</tr>
<tr>
<td>Tucker [72]</td>
<td>4.96</td>
<td>6.3B</td>
<td>89.4 / 89.9</td>
</tr>
<tr>
<td>CP [53]</td>
<td>1.35</td>
<td>6.8B</td>
<td>88.9 / 89.9</td>
</tr>
<tr>
<td>ThiNet-2 [93]</td>
<td>1.44</td>
<td>6.7B</td>
<td>88.86 / 90.01</td>
</tr>
<tr>
<td>CaP</td>
<td>1.11</td>
<td>6.8B</td>
<td>89.39 / 90.38</td>
</tr>
</tbody>
</table>

left uncompressed. We also used the CaP method with a compression architecture that was selected based on our layer-wise training experiments. The results in Table 5.3 demonstrate that the proposed CaP compression achieves higher speedup and higher classification accuracy than the factorization or pruning methods.
In Table 5.4 we compare CaP with state-of-the-art network compression methods, all with fine-tuning. The uncompressed VGG16 results are from [130]. We include results from training a compressed version of VGG16 from scratch on the ImageNet dataset as reported in [53]. We compare CaP with the results of two factorization methods [72, 84] and two pruning methods [53], [93]. Both factorization methods achieve impressive classification accuracy, but this comes at the cost of increased memory consumption. The pruning methods reduce both the FLOPs and the memory consumption of the network, while maintaining high classification accuracy. However, they rely heavily on fine-tuning to achieve high accuracy. We lastly provide the results of the CaP compression optimized at each layer. Our results demonstrate that the CaP algorithm gives state-of-the-art results, has the largest reduction in memory consumption, and outperforms the pruning methods in terms of top-5 accuracy.

5.5 Observations

We propose cascaded projection, an end-to-end trainable framework for network compression that optimizes compression in each layer. Our CaP approach forms linear combinations of kernels in each layer of the network in a manner that both minimizes reconstruction error and maximizes classification accuracy. The CaP method is the first in the field of network compression to optimize the low dimensional projections of the layers of the network using backpropagation and SGD, using our proposed Proxy Matrix Projection optimization method.

We demonstrate state-of-the-art performance compared to pruning and factorization methods, when the CaP method is used to compress standard network architectures trained on standard datasets. A side benefit of the CaP formulation is that it can be performed using standard deep learning frameworks and hardware, and it does not require any specialized libraries for hardware for acceleration. In future work, the CaP method can be combined with other methods, such as quantization and hashing, to further accelerate deep networks.
Chapter 6

Feature Embedding

6.1 Feature Embedding Background

There are many variants of auxiliary loss functions used when training deep networks to encourage different behaviors. One of the first auxiliary losses proposed was feature regularization. The goal of regularizing the feature activations is to keep the values in the feature representation small or sparse by using $L_2$-norm or $L_1$-norm, respectively. The underlying assumption is that small-valued or sparse feature representations generally reduce overfitting. $L_2$ regularization encourages activations with small magnitudes

$$L_2 = \|G(xW + b)\|_2^2 \quad (6.1)$$

where $G(\cdot)$ is an activation function, $x$ is the layer’s input vector, $W$ is the weight matrix and $b$ is the bias vector. $L_1$ regularization encourages sparsity in the activations

$$L_1 = \|G(xW + b)\|_1 \quad (6.2)$$

The use of these regularization techniques has waned due to reliance on robust training methods such as Batch Normalization [64] and Dropout [133]. Batch Normalization reduces the covariance shift and potential for vanishing or exploding gradients by normalizing the activations from each layer to be zero-mean and unit-variance. Dropout on the other hand reduces the potential for co-adaptation of neurons by randomly setting a fraction of neurons to zero on each training iteration, thus, forcing neurons to be more self-reliant. Though these techniques have improved training time and network accuracy, they do not address generalizable feature representations.
Recent work introduced an auxiliary function called the center loss [150], that increases the robustness of the feature representation by encouraging tightly grouped clusters. The center loss represents the average distance of each point $x_i$, in feature space, to the mean $c_{y_i}$ of the corresponding class $y_i$.

$$L_C = \frac{1}{2m} \sum_{i=1}^{m} \left\| x_i - c_{y_i} \right\|_2^2$$  \hspace{1cm} (6.3)

Where $m$ is the number of samples in the mini-batch, $x_i$ is the feature space representation for the $i^{th}$ sample and $c_{y_i}$ is the center for the class $y_i$ of the $i^{th}$ sample.

The tight Euclidean clustering in feature space encouraged by the center loss is useful in situations where the feature representations are compared to estimate similarity between samples, such as is done with k-Nearest Neighbors (k-NN). The work in [150] focused on person re-identification, a problem that requires robust feature representations that can be compared using Euclidean distance metrics.

More recently [111] introduced contrastive center loss, a technique that encourages tight clustering and increases class separation. The contrastive center loss is given as:

$$L_{CtC} = \frac{1}{m} \sum_{i=1}^{m} \frac{\left\| x_i - c_{y_i} \right\|_2^2}{\sum_{j=i, j \neq y_i}^k \left\| x_i - c_j \right\|_2^2 + \delta}$$  \hspace{1cm} (6.4)

where $\delta$ is a small value that ensures the denominator is non-zero. Our work builds upon the center loss and contrastive center loss for better feature clustering and more robust performance.

Like many other methods in the field, both [150] and [111] use the Euclidean, $L_2$-norm as a similarity metric between deep feature vectors. This use of the $L_2$ norm can be problematic when applied to arbitrary feature spaces. The Euclidean norm is intended to operate in $\mathbb{R}^N$, represented by an orthogonal basis. However, the $L_2$-norm is often applied to vector representations without an orthogonal basis. We propose to produce feature representations with an $L_2$-norm similarity metric. This behavior is critical for many applications that use feature similarity, such as k-NN and other graphical methods. We ensure orthogonality by retracting the weight matrix of our feature representation layer to the Grassmann manifold, the set of orthogonal spaces in $\mathbb{R}^N$.

Learning feature embeddings using deep neural networks is a fast-growing area of research largely because of the number of potential applications that such a universal feature embedding network could have. To this point the feature embeddings learned
using deep neural networks have largely been treated as naturally emergent behavior, i.e. the network will learn optimal feature embeddings based on the difficulty of the task on which it is trained. We suggest that this is not always the case and that often neural networks will learn sufficient features and not the most widely applicable, as demonstrated by their tendency for over-fitting. We also suggest that by using the responses from the last layer of a deep network, especially when the activations are used after being sent through a rectified linear function, is not the best approach for feature representations.

The research in the area of learning feature embeddings for images has largely focused on application to zero-shot or one-shot learning problems. Zero-Shot learning is a technique where a feature extraction method, often a deep network, is pretrained to learn a feature embedding that is semantically meaningful, i.e. images of similar objects are closer in feature space than images of different types of objects. Often with zero-shot learning, image embedding is mapped to a semantic space, such as Word2Vec [99]. Once the image embedding is aligned with the semantic space, zero-shot learning methods can make predictions for object categories outside of the training set. This is done by first using the deep neural network to generate the feature embedding for the image. Then the closest label in the aligned semantic feature space is chosen as the class label [35].

One-shot learning is a variant of the zero-shot learning problem, except that a single exemplar is provided for each class. This makes the problem significantly more tractable, as it relies on the semantic structure of the image embedding and does not also require alignment between the embedding spaces of the image and text modalities.

One of the most popular methods for zero-shot learning is the DeViSE [35] method. The DeViSE method learns an image embedding that is similar to the embedding of the image labels by fine-tuning a pretrained network to learn a dense feature embedding instead of the original classification task. That method achieved impressive results, however there is room for improvement. Enforcing the embedding space to have orthogonal basis could potentially use a simpler Euclidean loss function, instead of the rank loss formula.
6.2 Learning Deep Feature Embeddings on Euclidean manifolds

In its simplest form a CNN consists of a feature extraction convolutional network followed a linear classifier at the head of the network. One benefit of CNNs is that they are trained in an end to end manner, thus the maximum benefit can be extracted from each stage. However, the features learned by CNNs can be further improved for robustness. A robust feature representation is one that minimizes differences between samples of the same class and maximizes differences between samples from different classes.

We present a method referred to as DEFRAG [101], inspired by Linear Discriminate Analysis (LDA) [33]. Our approach shapes the feature representation through a novel auxiliary loss function, described in Section 6.2.1, and a constrained optimization problem that involves the Grassmann manifold, described in Section 6.2.2.

An auxiliary loss, \( L_{aux} \), is secondary metric that is added to the loss from the main training objective, \( L_{class} \), for the optimizer to minimize, as

\[
L = L_{Class} + \lambda_{aux} L_{aux}
\]  

(6.5)

Where \( \lambda_{aux} \) is a mixture parameter used to balance the impact of the auxiliary loss. In this work the main loss objective is the traditional categorical cross-entropy loss which learns to classify the samples, and a proposed new auxiliary loss function, the Silhouette Loss. Figure 6.2 illustrates the clustering characteristics of DEFRAG compared to other methods. The contributions of this approach are the following: We introduce a new auxiliary loss functions based on the Silhouette clustering metric which encourages tight intra-class clustering and inter-class separation. We propose an orthogonalization step which retracts the optimized feature projection matrix back on the Grassmann manifold.

The DEFRAG method consists of two components: an auxiliary loss component, and a retraction of the feature projection on the Grassmann manifold. The auxiliary loss is designed to encourage better feature clustering of samples based on their class labels, while the Grassmann manifold retraction ensures the features are in a space suitable for the \( L_2 \)-norm similarity metric. A side benefit of our DEFFRAG training approach is that due to the robustness of the features generated, smaller networks can be used. The two components of DEFRAF are discussed next.
6.2.1 Clustering Auxiliary Loss

Robust feature representations are important for classification, as they increase the classifier’s ability to generalize across different datasets and operating conditions. We formulate robust feature representations by seeking a feature space that encourages tight clusters for samples in the same class and large separations between clusters from different classes, for some similarity metric. Training deep networks with only the classification loss does not inherently encourage feature clustering.

Our auxiliary loss function is the Silhouette loss $L_{sil}$ shown below:

$$
L_{sil} = \frac{1}{m} \sum_{i=1}^{m} \frac{||x_i - c_{y_i}||^2_2}{\arg \min_{j \neq y_i} ||x_i - c_j||^2_2 + \delta}
$$  (6.6)

The Silhouette loss is inspired by the Silhouette score [116], which is used to assess clustering performance. The Silhouette loss is different from the center loss and contrastive center loss in that it focuses on separating classes that are close to each other, instead of maximizing the overall class separation. This criterion is important because it forces the network to focus on classes that are hard to separate and results in better classification performance. To reduce computation, we use a running average method to update the class centers as suggested in [150].

6.2.2 Grassmann manifold Retraction

The set of orthogonal spaces in $\mathbb{R}^N$ form a Grassmann manifold. We therefore formulate our feature learning process as an optimization problem on the Grassmann manifold. Our optimization process uses the Proxy-Matrix method described in Chapter 3. In this instance we optimize our classification and auxiliary losses instead of the loss functions developed for dimensionality reduction in Chapter 4. This is done by using a linear activation function for the last layer of the network, reducing it to a linear projection with projection matrix $M$. The update step of the Grassmann optimization is done using the PMO method. This process enforces features that satisfy the Silhouette auxiliary loss criterion and reside in an orthonormal space.

6.3 Feature Learning Experiments

We performed a series of experiments by training a deep neural network using the proposed DEFRAG method and compared the results with the state of the art deep
networks. The network architecture of our choice is small network with only two convolutional layers and three fully connected layers. The network parameters are given in Table 1. This network choice is intentionally simplistic so that the benefit of the DEFRAG method is made apparent.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Layer Type</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution Stage 1</td>
<td>Conv</td>
<td>32 (5x5)</td>
</tr>
<tr>
<td></td>
<td>Pooling</td>
<td>2x2</td>
</tr>
<tr>
<td>Convolution Stage 2</td>
<td>Conv</td>
<td>256 (5x5)</td>
</tr>
<tr>
<td></td>
<td>Pooling</td>
<td>2x2</td>
</tr>
<tr>
<td>Fully Connected</td>
<td>ReLU</td>
<td>256</td>
</tr>
<tr>
<td>Feature Representation</td>
<td>ReLU/Linear</td>
<td>8</td>
</tr>
<tr>
<td>Output</td>
<td>SoftMax</td>
<td>10</td>
</tr>
</tbody>
</table>

We used standard classification datasets in these experiments including: MNIST [81] and Fashion MNIST [154]. Example images of the datasets used are shown in Figure 6.1. In Section 6.3.1 we show quantitative comparisons of the proposed DEFRAG method to standard deep networks on the Fashion MNIST dataset. Section 6.3.2 presents qualitative results of feature clustering with the MNIST [81] dataset.

### 6.3.1 Fashion MNIST Experiments

The Fashion MNIST dataset [154] was developed as a significantly more challenging alternative to the original MNIST dataset [81]. Like the original MNIST dataset, Fashion MNIST dataset consists of 60,000 training samples and 10,000 test samples from objects in 10 different classes. The objects in the Fashion MNIST set are ten different articles of clothing: T-Shirt/Top, Trouser, Pullover, Dress, Coat, Sandals,
Shirt, Sneaker, Bag, Ankle boots. This dataset is significantly harder than the original MNIST dataset. In crowd-sourced experiments on a subset of 1000 examples, humans were only able to achieve 83.5% accuracy. The current state of the art performance on the dataset without augmentation is only 93.7%. Examples from the Fashion MNIST dataset are shown on the bottom row of Figure 6.1 and the experimental results are summarized in Table 6.2.

Our experiments with the Fashion MNIST dataset illustrate the impact on classification accuracy of both DEFRAG components, the Silhouette loss and orthogonalization step. We first trained the network using only the classification loss, traditional ReLU activation function to get a baseline, Sparse (ReLU) in the table. We then considered a linear activation function for the feature representation layer, as well as Silhouette, Center and DEFRAG. The results in Table 6.2 demonstrate that the DEFRAG method outperforms the other methods with a relative reduction in error of 7% compared to the original network. The results also demonstrate a significant improvement using just the Silhouette loss, however, DEFRAG shows improvement as a result of the orthonormal feature space.

<table>
<thead>
<tr>
<th>Network</th>
<th>Accuracy</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoogleNet [17]</td>
<td>0.9370</td>
<td>5M</td>
</tr>
<tr>
<td>VGG16 [18]</td>
<td>0.9350</td>
<td>26M</td>
</tr>
<tr>
<td>HOG+SVM [19]</td>
<td>0.9260</td>
<td>N.A.</td>
</tr>
<tr>
<td>Human [20]</td>
<td>0.8350</td>
<td>N.A.</td>
</tr>
<tr>
<td>Sparse (ReLU)</td>
<td>0.9347</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.9369</td>
<td></td>
</tr>
<tr>
<td>Silhouette</td>
<td>0.9375</td>
<td>1.4M</td>
</tr>
<tr>
<td>Center</td>
<td>0.9371</td>
<td></td>
</tr>
<tr>
<td>Contr. Center</td>
<td>0.9368</td>
<td></td>
</tr>
<tr>
<td>DEFRAG</td>
<td><strong>0.9393</strong></td>
<td></td>
</tr>
</tbody>
</table>

Our experiments demonstrate that state of the art results can be achieved on the Fashion-MNIST dataset with a simple network that benefits from a feature space clustering regularization technique. The accuracy achieved by our network is better than the results achieved with the much larger GoogLeNet [136] and VGG16 [130] architectures. In comparison with the other two architectures, our network has 24 and
1.4 times fewer parameters, respectively. These comparisons are based on the updated results reported in [154].

![Figure 6.2: Visualization of feature representations in 2D trained on the MNIST dataset using a combination of Classification Loss and Auxiliary Loss. Features are learned using (a) Softplus activation from classification loss only; (b) linear activation function; (c) center loss [150]; (d) contrastive center loss [111]; (e) our DEFRAG method.](image)

6.3.2 Qualitative MNIST Experiments

The MNIST dataset serves as a useful tool in understanding the behavior of the network. In this chapter, we qualitatively investigate the clustering behavior of the network.
proposed method. To visualize the clustering behavior the dimensions the feature representation was reduced to two, we replaced the fully connected layer with a layer that had only two neurons, and the resulting features were plotted in Figure 6.2. The X-axis corresponds to the response of the first unit and the Y-axis corresponds to the second unit.

A few observations can be made on these results. Firstly, it is clear that the SoftPlus activation function is not ideal for classification. This was confirmed by the results where the SoftPlus implementation achieved only 88.6% accuracy on the test set while the other methods achieved classification accuracy of over 99.0%.

Secondly, the plots of Figure 6.2 show that auxiliary cluster losses have a significant impact on the clustering behavior of the network. The linear implementation forms linearly separable clusters for each class, however, the intra-class variance is much higher than the inter-class separation. We measured the separability of each method by both the Silhouette score or the ratio of average inter- to intra-class distances. In both of these metrics the DEFRAG method outperformed all other methods. The DEFRAG method outperformed the center loss, the second-best method, with a 16% reduction in the Silhouette score and 13% in the distance ratio.

6.4 Remarks

We believe the area of deep feature embeddings offers a lot of potential for advancements through application of the Grassmann concepts proposed in this work. One avenue for additional research is finding new auxiliary loss function that encourage different types of behaviors of the feature embeddings learned with deep neural networks. These image embeddings can be useful in many applications where labeled data is limited such as visual object tracking and domain adaptation. Another application of interest is using the DEFRAG method in the area of out of distribution detection. The detection of input samples that are from a significantly different distribution than those in the training set is important to provide a confidence of a network's prediction. If the feature representation extracted from the network is significantly different than the features from the training set the network should not make a prediction at all, because it will likely be wrong. We believe that the improved clustering and reduced feature manifold distortion of DEFRAG makes it well suited for this problem.
Chapter 7

Domain Adaptation

Domain Adaptation (DA) is process of adapting a classifier pre-trained on a specific dataset, the source dataset, to a separate dataset, the target dataset. The problem domain adaptation methods attempt to mitigate is known as the covariance shift, the difference between the data in different datasets. Covariance shifts can result from many different sources: difference between imaging sensors, image resolution, environmental conditions, and view point to name a few. The most common instance where DA is used is in situations where there is a large amount of labeled training data from a specific data source. However, the classifier is intended to be used on data from a different dataset that does not have as much labeled data. In these instances a classifier can be trained in the source dataset, with a large amount of labeled training data. Then the pretrained classifier can be adapted to the unlabeled target domain, the data the classifier is intended to be used on, using a DA method.

Domain adaptation has gained increased interest in recent year because of the importance of adaptability for methods that are deployed in real world applications. In the past 10 years computer vision and machine learning methods have been applied in many more commercial products including automatic copyright detection on YouTube [63], automatic face identification by Google [123], and traffic monitoring from Unmanned Aerial Vehicles (UAVs) [69], to name a few. A key factor that determines if methods are ready to commercial application is their robustness/adaptability to new data from potentially different domains. Many modern datasets such as IMAGENET [25] and MS-COCO [88], attempt to minimize the impact of covariance shift by having a large variety of samples in the training set that cover many of the environmental conditions faced by real world applications. However, it is difficult to fully capture all
of the different conditions or imaging sensors encountered in the real world.

### 7.1 Domain Adaptation Background

Due to the importance of robustness and adaptability to new data for commercial applications there exists a large body of work in the area of Domain Adaptation (DA). This section provides background on the most important methods related to this work. The approaches to domain adaptation can be grouped into two primary categories: supervised and unsupervised methods. Supervised methods adapt to a new domain by using a small set of labeled data in the target domain. This is sometimes referred to as semi-supervised training depending on the size of the adaptation set. During unsupervised DA, the classifier must adapt to a new dataset without any knowledge of class labels for the target samples.

The choice of feature representation used the source and target data is crucial for robust domain adaptation. If features are not similar across domains it will be difficult to transfer knowledge from the source domain to the target domain. While traditional features, such as Scale-Invariant Feature Transform (SIFT) [92] and Histogram of Gradients (HoG) [22], have been used in multiple domain adaptation works. As with many other areas of computer vision and deep learning most recent domain adaptation works focus on adapting the features extracted using deep neural networks.

Fine-tuning a pre-trained network is the most commonly used method for supervised domain adaptation, [28]. However, fine-tuning based methods often face the problem of overfitting to the small adaptation set. Thus, most work in the field of supervised domain adaptation has focused on developing an adaptation methodology that allows the network to adapt to the new data without over-fitting. Various strategies have been considered to minimize overfitting including training only a subset of the network layers, reducing the learning rate, and introducing dropout to increase regularization. The conclusion is that there is no single optimal approach for fine-tuning a network. Each adaptation problem is unique and thus the optimal approach depends on the specific conditions.

This work primarily focuses on the unsupervised domain adaptation problem, because this problem is more challenging and most commonly faced when real world situations. Unsupervised domain adaptation is a particularly difficult task, as there are no labels for the target domain data that can be used to retrain the classifier. There have been a large variety of methods proposed for domain adaptation which take different approaches to solving the adaptation problem. In this section we categorize
the methods based on which part of the feature extraction and classification pipeline they alter to adapt to the target domains. Each method can be placed into one of four categories: methods that adapt the feature extractor, methods that adapt the feature after extraction, methods that retrain the classifier, and lastly method that alter both the feature extractor and the classifier.

Domain adaptation methods that adapt the feature extraction method aim to increase the similarity of the features between the domains [37], [146], [38], [87]. This group can further be broken down into two sub-categories based on learning symmetric vs. asymmetric feature mappings for the source and target domains. Methods which learn symmetric feature mapping for source and target domains, such as [37], postulate that better features are learned by training on both domains simultaneously rather than on each domain separately. However, works by [75] and [135] have shown independently that a symmetric feature mapping/extraction is likely not optimal. Instead it is suggested that learning an asymmetric feature extractor for the source and target domains produces features that are better suited for domain adaptation. Thus, methods such as ADDA [146] and deep CORAL [135] learn asymmetric feature extraction methods that result in similar features from source and target domains.

While the first group of domain adaptation methods primarily focuses on deep learning base applications, the second group can be applied to both traditional hand-crafted features and deep features. This group alters the features after they have been extracted. These methods learn a transformation that maps both the source and target features into a unified feature space. The first method to generate a linear transformation from the target feature domain to the source feature domain was the domain invariant transform method [120]. Another method that maps source features space to the target feature space was Grassmann Subspace Sampling [42]. This method interpolates a series of feature subspaces between the source and target domains on a Grassmann manifold to transfer classification knowledge from the source to target domain. An asymmetric transformation of the target features to the source domain is learned in [40] by using landmarks in the source domain to transfer to the target domain. Gong et al. suggest that it is not always the best solution to use all the source data to train the feature transformation. Instead, an iterative training method is proposed where a subset of the source samples are selected for training which closely match the target distribution. Thus, during the course of training the subset of the source samples that is used for training grows as the two feature spaces become more aligned. These methods do not require any retraining of the classifier because the target features are adapted to match the source features.
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The third group of domain adaptation methods leave the features unchanged, instead focusing on retraining the classifier based on the small set of label data in the training domain. The Adaptive-SVM [157] is an adaptation method which trains Support Vector Machines (SVMs) to maximize the classification accuracy in both domains, to minimize overfitting the limited labeled set in the source domain. The method of fine-tuning a pre-trained deep network [28] is a popular adaptation technique for deep neural networks. The premise behind fine-tuning a neural network is that if a training dataset is sufficiently large and diverse, the features learned of the course of training should be broadly applicable irrespective of target classification task or imagery. Thus, Decaf [28] proposes that by retraining only the last few fully connected layers of a neural network, the network can be adapted to a new task or imagery.

The fourth and final group of domain adaptation algorithms is a group that alters both the features extraction and classification components of the pipeline. The most common approach in this group is to learn a feature transformation from the two domains to a uniform subspace then learn a classifier based on the labeled examples in the unified subspace, such as [126], [32]. A popular DA method is Subspace-Alignment [32], which aligns the principal components for the source and target features. In SA, separate subspaces $R_s$ and $R_t$ are learned for the features extracted from the source and target domains, respectively. In [32] the subspaces were extracted using principal component analysis as:

$$R_s^* = \arg\max_{R_s \in \mathcal{G}} (\|X_s R_s\|)$$ (7.1)

for the source domain and:

$$R_t^* = \arg\max_{R_t \in \mathcal{G}} (\|X_T R_T\|)$$ (7.2)

for the target domain. The low-dimensional representation of the target features are then generated using:

$$S_T = X_T R_T^*$$ (7.3)

However, the subspace of the source features, $R_s^*$, is not used directly to generate the aligned low-dimensional representations. Instead, the features are aligned with the target domain using:

$$S_S = X_S R_S^* R_s^{*T} R_t^*$$ (7.4)
Once the source subspace is aligned to the target subspace a classifier is trained based on the labeled source domain samples. It was found that transforming the source feature to the target domain made the classifier more robust to novel examples from the target domain. More recently methods have been developed which adapt the feature extractor and classifier simultaneously, such as [21] and [28].

7.1.1 Deep domain adaptation

Due to the prevalence of deep learning techniques in the fields of machine learning and computer vision it is particularly important to focus on methods developed for deep learning based domain adaptation. One of the first deep learning based domain adaptation methods to be developed was fine-tuning [28], a supervised domain adaptation method which uses a small subset of labeled samples in the target domain to adapt a pretrained network. However, most recent works have focused on the problem of unsupervised domain adaptation for deep learning, with many methods adapting the feature extraction network. Some deep learning methods match the statistical distribution of source and target features explicitly [134], while other use different loss functions to adapt the feature extraction network in Deep Domain Confusion [147], Deep Adaptation Networks [91], and Deep Transfer Networks [162]. Each of these methods require the target data at training time, even though they do not have access to the target domain labels. This is different from the method proposed in this work which aims to adapt a network already trained on the source domain to a new target domain.

Recent work in the area of deep domain adaptation has focused on matching the statistical distributions of the feature from the source and target domains. The primary difference between these distribution matching methods are the different similarity metrics used to measure the similarity between the feature distributions. Sun et al. [134] for example propose using second order statistics to “whiten” and “recolor” the target features to match the source features by minimizing what their proposed CORAL loss. This method was then extended in [135] to retrain the entire target feature extraction network based on minimizing the CORAL loss. Adaptive Batch Normalization (ABN) [87] continues to update the statistics in batch normalization layers for the target data inorder to leverage the inherent whitening of batch normalization layers. By doing so ABN effectively normalizes the features in the source and target domains in a simple easy to implement manor. In [34] the authors propose the association loss function as a better similarity metric than the Maximum
Mean Discrepancy that is commonly use. In [45] the authors propose a student-teacher network configuration for training on the source and target domains. The student network (source domain) is trained to on both classification and embedding similarity and the teacher network (target domain) is trained to produce similar embeddings.

Adversarial Learning is a growing area of deep learning that recently received a lot of attention [41]. Adversarial methods iteratively training two networks with opposing objectives to learn optimal feature representations. These networks were originally developed to randomly generate synthetic imagery that was “believable” or looking similar to actual imagery. These networks have been used for domain adaptation, first in DANN [37], [38] and later in ADDA [146]. Adversarial learning is used for domain adaptation to learn feature representations for the source and target domains that are indistinguishable, and therefore theoretically robust across domains. The primary difference between these two methods is that whether or not the weights are shared for the source and target feature extraction network. The DANN method uses a single symmetric feature extraction network, where the same weights are used to extract the features form the source and target domains. Conversely, the ADDA method uses an asymmetric feature extraction configuration, where separate feature extraction networks are trained for the source and target domains.

Another group of domain adaptation techniques are known as Self-learning domain adaptation methods. Self-learning domain adaptation methods are closely related to the unsupervised learning algorithm proposed by Yarowsky [159]. These methods assumes that the source and target domains are close enough so that the classifier itself could be used to retrain on the target domain. These methods use “pseudo-labels” [83] to bootstrap the network and adapt based on its own predictions. Asymmetric Tri-training (ATT) [121] relies on a similar method for generating labels for the data except the labels are generated based on the results from three independently trained networks, to increase the accuracy of the “pseudo-labels”. Both techniques use Inductive-Learning (IL) to adapt to the source domain.

A different subcategory of self-learning techniques uses Transductive-Labeling (TL) to adapt the network to the new domain. Transductive-labeling transfers the label from a sample in the source domain to a sample in the target domain to retrain the network. A common transductive-labeling approach is to use the dominant label of the closest K sample from the source domain, in feature space, to each sample from the target domain [125]. Information-Theoretical Learning of Discriminative Clusters (ITLDC) [128] proposes a transductive learning method that adapts both the feature space representation and the classifier, based on the clustering characteristics
of the target data. ITLDC assumes that optimal features for both the source and target domain will generate tightly grouped clusters, based on class boundaries. Additionally, the Shi et al. assume that the clusters for the source and target domains will exist in close geometric proximity, thus this behavior can be used to train the network for the target domain. These techniques work well when the source and target domains are relatively similar, i.e. the geometric distance between the source and target features are close but fail when there is a stark difference between the source and target domain.

7.2 Domain Adaptation Proposed Work

Figure 7.1: Overview unsupervised domain adaptation of deep network to the target domain. Adaptive batch normalization is used for training and adaptation in both source and target domains. Subspace alignment is performed for source and target features on the LPP manifold and the features are clustered to determine if label transfer is appropriate based on a clustering criterion. Label transfer is performed by assigning labels from the closest source cluster to each target cluster and using them to retrain the network.

We propose manifold-Aligned Label Transfer for Domain Adaptation (MALT-DA) [103] a new approach for unsupervised deep domain adaptation based on cluster association between source and target domains, as outlined in Figure 7.1. The first step in our approach is to use Adaptive Batch Normalization [87] to produce features that are similar between source and target domains. The features are then clustered in to groups, with each group ideally consisting of only elements of a specific category. The distributions of these groups are compared using the silhouette distance [117] as a clustering metric to determine if the target features are well suited for label transfer. The second step of our method transfers the labels from the source clusters to the
target clusters to provided labels to train the classifier on target domain samples. Each step of the MALT-DA method is discussed in the rest of this section.

### 7.2.1 Center-loss feature training

The standard method for training a neural network is to use the cross-entropy loss of the output of the SoftMax layer and the one-hot encoded ground-truth label vectors. This loss encourages feature representations, layer before the SoftMax layer, that are linearly separable, however, this does not encourage tight clustering of the classes. Well-clustered feature representations are important to insuring generalization of a classifier across domains. These tight clusters are particularly important for domain adaptation methods, such as the one proposed in this work, that use the clusters behavior to adapt to the target domain.

In order to demonstrate how the SoftMax loss alone does not encourage well clustered features we trained a network with a two-dimensional feature representation and plotted the feature responses directly. We compare the SoftMax-trained features with features resulting from a network that was trained with an auxiliary loss that encourages tightly clustered features, the center-loss [150]. The center-loss was previously proposed for learning better spatially consistent feature representations for tasks that rely on distance comparisons between features, i.e. k-NN matching for human face identification. In this work we leverage the center-loss to learn better feature representations that are more well-suited for our domain adaptation method.

Quantitative results comparing the SoftMax and Center-loss networks trained on the MNIST [82] dataset are shown in Figure 7.1. Though both the SoftMax and Center-loss networks achieved the same classification accuracy on the MNIST test set, 99.65%. There were significant differences in the feature representations when inspecting the cluster separation metrics in Table 7.1. In this table the accuracies for each network are presented as well as the ratio of the distance between each point to its class center and all other class centers. A better metric of cluster separability, the silhouette score [117], is the ratio of the average distance of each point to its class center and the closest class center that the point does not belong to.

In Table 7.1 we present the Inter-Intra class ratio and silhouette score because they are good indicators of the difference in class separation between the networks. The center-loss network clearly outperforms the SoftMax network with a greater than 30% improvement in each metric. This translates to each point being on average 46 times closer to its class center than all other classes, and 37 times closer on average than
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Table 7.1: Quantitative results for SoftMax and Center-loss networks with 2D feature representations.

<table>
<thead>
<tr>
<th></th>
<th>MNIST-Network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>softmax</td>
</tr>
<tr>
<td>Accuracy on MNIST Test-set</td>
<td>99.65%</td>
</tr>
<tr>
<td>Inter-Intra class ratio.</td>
<td>0.0312</td>
</tr>
<tr>
<td>Silhouette Score</td>
<td>0.0382</td>
</tr>
<tr>
<td>Accuracy on USPS Test-set</td>
<td>91.69%</td>
</tr>
</tbody>
</table>

the closest point, whereas the separation for the SoftMax network is 32 and 26 times respectively.

We propose that adding one of our auxiliary loss functions proposed in Section 6.2, such as the silhouette loss, to the SoftMax loss while training our network on the source domain, we learn features that have a higher separability than the SoftMax loss alone. We suggest that the increased separability positively impacts the network’s ability to generalize across domains. This hypothesis is confirmed by the data in the last row in Table 7.1 where we present the test accuracy of the networks, un-adapted, on the USPS test-set. The center-loss network has a relative reduction in error rate of 59%.

7.2.2 Adaptive Batch Normalization

The first and often most important step in domain adaptation is to adapt the features for the target domain to match those of the source domain. This could be done in two ways: adapt the feature extraction network, or align the features after extraction. The work in [146], [38] focuses on adapting the feature extraction method for the target domain in a way that the two sets of features are in the same subspace. In this work we opt to align the features from the two domains using two alignment techniques. Firstly, we normalized the features throughout the network using adaptive batch normalization, as done in [87]. Then, after extraction, we aligned the dimensionality reduced feature spaces using subspace alignment [32]. This method was selected because it allowed for quick alignment of the two domains and we preferred to alter the feature extraction network as part of the classifier update procedure instead of the feature alignment stage. We also found retraining the feature extraction network using adversarial training, as was done in [146], [38], proved to be a delicate process that could easily fall into a
degenerate state.

In our framework, we do not explicitly retrain the feature extraction network, but instead we rely on adaptive batch normalization for a more effective method of ensuring that the source and target features exist in the same subspace. The difference between ABN and traditional batch normalization is that normally the whitening statistics are learned at training time and frozen at test time. However, as suggested in [87], by allowing the batch normalization layer to continue to adapt at test time one can achieve a domain adaptation without any additional training. The process of normalizing the activations in each layer of features for the mini-batches inherently aligns the distributions of the source and target domains, such that both have a zero-centered normal distribution. This approach has improved results on domain adaptation, without requiring any parameter tuning or re-training. Our results in Section 7.3.2 demonstrate how significant a role ABN plays in our domain adaption method, by reducing the classification error on the target data by an average of 30% without any retraining.

7.2.3 Subspace Alignment on the LPP manifold

In our work, we found that while ABN was useful for feature conditioning, the features of the source and target domains were not closely aligned. In our initial investigation [100] we used a variation of Subspace-Alignment [32] for aligning the subspaces of the two domains based on the basis vectors obtained using PCA [109], [54]. We found that the combination of dimensionality reduction and subspace alignment both positively impacted the clustering behavior for each domain and improved the cluster-correspondence between domains.

There is, however, one limitation to using PCA for dimensionality reduction. Since the objective of PCA is to maximize the variance of the overall data reconstruction based on the top principal components, the local neighborhood structure of the data is ignored, this can adversely affect local clustering. In this work, we utilize LPP which focuses on preserving the local structure of the data. The local structure of the data is encoded in a graph where the nodes represent each data point and the weighted edges between the nodes represent relative interactions based on some distance between these data points. There are several variations on methods that form this graph, e.g. one forms edges between nodes if their Euclidean distance is below a certain threshold, while another uses a k-Nearest Neighbor (k-NN) search to find the closest k (k=15) neighbors for each node and forms edges between them. Additionally, there are two
methods for calculating the edge weights for the graph: the simplest method is a
binary weighting scheme, where all edges between nodes that are connected based on
the previous criteria are given a weight of 1 and all other edges are assigned a weight
of 0. A more advanced method of determining the edge weights uses a heat kernel to
calculate the edge weight \( w_{i,j} \) based on the relative distance between two samples, \( x_i \)
and \( x_j \), as follows:

\[
    w_{i,j} = e^{-\frac{\|x_i - x_j\|^2}{\tau}}
\]  

Where \( \tau \) is a constant parameter that is tuned to the given dataset. In this work, we
selected a simple binary weighting scheme based on the k-NN for each node, because
this required the fewest number of parameter to be tuned for each dataset.

Once the weight matrix is generated, a diagonal matrix, \( D \), is formed as \( D = vI \).
where \( I \) is the identity matrix and \( v \) is a vector whose entries are the summation of the
rows of the weight matrix:

\[
    v_i = \sum_j w_{i,j}
\]  

The calculation of the \( D \) matrix was further simplified because of selecting a
binary weighting scheme with the k-NN neighbor selection. Thus, all the rows will
have k entries with weights of 1 and the remainder will be zeros. Therefore, \( D \) is
simply \( D = kI \).

After \( D \) is generated, it is used to calculate the Laplacian of the weight matrix as:

\[
    L = D - W
\]

The Laplacian of the weight matrix is used to find the optimal linear transformation
of the features, \( a \), the preserves the data’s local structure by solving:

\[
    \arg \min_a a^T X L X^T a \\
    \text{s.t. } a^T X L X^T a = 1
\]

Where the columns of \( X \) are made up of the features vectors of all the samples. This
can be formulated as a generalized eigenvector problem:

\[
    X L X^T a = \lambda X D X^T a
\]

\[
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Where $\lambda$ is the corresponding eigenvalue for each eigenvector that solves the equation. The linear transformation matrix can then be formed by selecting eigenvectors with the highest corresponding eigenvalues and forming the matrix $A$ by ordering the eigenvectors as columns from highest eigenvalue to lowest.

The work in [163] demonstrates the improvement in clustering behavior of LPP relative to PCA or LDA for face recognition. These conclusions were later expanded to demonstrate the improvement of LPP relative to PCA for k-means clustering in [24]. Our experiments confirmed the previous results by demonstrating that clusters formed based on the LPP subspace had a higher purity than both the original features and the features in the PCA subspace. Once the transformation is calculated for the source and target domains independently, we align the subspaces based on LPP Subspace-Alignment [112]. This differs from a previous approach [100] where we slightly modified the subspace alignment method [32] to align the feature subspaces to the source domain in order to reduce the number of iterations of the clustering algorithm. In this work we found that, when using the LPP manifold, aligning the target subspace to the source subspace generally did not harm the clustering behavior and improved the cluster correspondence between the source and target clusters. We followed the procedure in [112] to calculate a transformation matrix, $M$, that optimally aligned the subspaces by solving:

$$\arg\min_M \|MA_S - A_T\|_F^2 - \beta\|M\|_F^2$$ (7.10)

where the first term minimizes the disparity between the source transformation $A_S$ and the target transformation $A_T$. The second term is a regularization term regulated by a scaling constant $\beta$. A closed form of the solution is given as:

$$M = A_T A_S^T (A_S A_S^T + \beta I)^{-1}$$ (7.11)

The original, high dimensional, features from the source and target domains, $X_S$ and $X_T$ respectively, can be transformed to the low dimensional aligned subspace by:

$$Y_S^T = (MA_S)^T X_S$$ (7.12)
$$Y_T^T = A_T^T X_T$$ (7.13)

### 7.2.4 Feature Clustering using Gaussian Mixture Model

After the source and target subspaces are aligned, the next step in our process is to cluster the features from both domains in to C clusters, where C is the number of...
classes. Ideally, if the feature extraction network is robustly trained, the features in both domains will naturally form individual clusters for each of the classes. Our work leverages this assumption to improve label transfer. In [100], we used a k-Means algorithm to cluster our data. However, we found that the hard cluster boundaries produced by this method did not accurately represent all of the data. Because the network is not initially adapted to the target domain it is quite likely that the extracted features will not form tightly grouped clusters that are easily separable. Instead, clusters might be closer together with limited overlapping.

We consider a Gaussian Mixture Model (GMM) [24] to form clusters, such that each, in principle, corresponds to a unique class. We used two separate processes to calculate the Gaussian Mixtures for the source and target domains. For the source domain data, we leverage the sample labels and can thus calculate a single best fitting Gaussian for each subset based on its class labels. For the target domain, however, we don’t have the labels to separate the data. Thus, we fit a GMM with C components, where C is the number of classes. The GMM uses an Expectation-Maximization (EM) [24] procedure to determine the components of the Gaussian Mixtures. During this process the optimal mean (cluster centers), covariance (shape), and weights of each of the C Gaussian mixtures must be calculated. We used K-Means clustering to provide initial parameters for the Gaussian mixtures. The first step of the EM algorithm, the expectation step, where the probability of each point, \( x_i \), being a member of each cluster, \( C_j \), as \( P(x_i|C_j) \). After the cluster probabilities for each of the points are calculated the mixture parameters are recalculated based on the new probabilities. This process is iterated until the algorithm converges to a stable solution.

In an effort to simplify the cluster correspondence process between the two domains, we impose an additional constraint on the GMM estimation. We enforce diagonal covariance matrices, i.e. we assume that the dimensions of the features in the LPP space are independent and the covariance between them is 0. We found that imposing this constraint had little impact on the cluster purity relative to an unconstrained covariance matrix. This does, however, significantly reduce the complexity of the cluster correspondence calculations, which makes it worthwhile to impose this constraint.

### 7.2.5 Dual-Classifier Pseudo-Label Filtering

In [100] a test was performed to determine the fitness for adaptation of a given set of target domain samples prior to doing any domain adaptation. The test was a binary
decision based on the silhouette score [117] of the target dataset. This was done to
determine if the features extracted from the target dataset formed well defined clusters
that could be used to transfer labels from the source to target datasets. We found that
if the target data did not form well defined clusters in the feature space, our method
would degrade classification performance. Thus we developed a test prior to running
adaptation to terminate the process if it would not be beneficial.

The next step in our work is to develop a domain adaptation method that would
work in cases where the target domain forms ill-defined clusters. To do this we
replaced the binary yes/no perform adaptation test with a data-filtering method to only
adapt based on confident samples. This procedure is inspired by the approach in [121]
where they required the agreement of two independent classifiers for the pseudo-labels
to be used to train the adapted target network. In our work instead of training two
separate classifiers, we propose using the original source classifier as one source for
the pseudo-labels and the cluster assignment as the second source. If the pseudo-labels
from each classifier match then the target sample is used for adapting to the target
domain. If the labels do not match then the sample is not used for this adaptation
process.

Our approach is novel because instead of relying on two classifiers of the same
type, it uses two different types of classifiers, each focusing on different aspects of
the data. The original classifier is trained to learn a linear separation of the high
dimensional feature representations, whereas the second classifier is trained on the
clustering behavior of the subspace aligned lower dimensional feature representations.
When these two methods of classification agree, there is a high confidence that the
target data is well-aligned with the source data, and thus the pseudo-label for the target
data is correct.

7.2.6 Label Transfer via manifold clustering

The focus of our work is on retraining the classifier to adapt to the target domain.
Unlike many previous works in unsupervised domain adaptation which focus solely
on aligning the distributions of the high-dimensional feature representations of the
source and target examples. Previous works assume that if the target and source
feature distributions are perfectly aligned, the classifier should perform equally well
on the target and source samples. Unfortunately, this is not always the case because
there can be multiple transformations that align the features from the two domains.
The work in [6] has shown that the optimal feature transformation belongs to the set
of transformations that perfectly align the two distributions. However, there is no guarantee that the transformation used to align the two distributions is the optimal transformation. In our experience, we have found that the blindly aligning the two domains is just as likely to be destructive as it is to be beneficial to domain adaptation. The problem is that feature alignment is not enough for domain adaptation. The feature adaptation must be optimized for both aligning the two domains and the classification task. However, the difficulty is that there are no labels for the target data, thus traditional methods for retraining deep networks, such as [28], cannot be used.

Once the GMMs for the two domains are calculated, the next step is to form one-to-one correspondences between the clusters in the two domains. We propose using the Kullback–Leibler (KL) divergence [76] to determine the optimal correspondence between clusters in the target domain and clusters in the source domain. The KL divergence between two distributions is a measure of the information gain from using one distribution instead of another. If the two distributions are quite similar this information gain will be low, or 0 if the distributions are identical. If the distributions are dissimilar there will be a greater amount of information gain, thus the divergence will be higher, and completely unique distributions have a divergence of 1. It is important to note the direction of the KL divergence calculation is from the target to the source clusters, as the measurement does not satisfy the triangle inequality. Thus, the divergence between a given target cluster and a source cluster is different than the divergence between the same source cluster and same target cluster.

The KL divergence between two k-dimensional Normal Distributions, $\mathcal{N}_0$ and $\mathcal{N}_1$, with means, $\mu_0$ and $\mu_1$, and covariances, $\Sigma_0$ and $\Sigma_1$, respectively, is given as:

$$D_{KL}(\mathcal{N}_0||\mathcal{N}_0) = \frac{1}{2} \text{Tr} (\Sigma_1^{-1} \Sigma_0) + \frac{1}{2} (\mu_1 - \mu_0)^T \Sigma_1^{-1} (\mu_1 - \mu_0) + \frac{1}{2} \ln \frac{\det \Sigma_1}{\det \Sigma_0} - \frac{k}{2}$$

(7.14)

This can be simplified because of the diagonal covariance matrix constraints imposed on the GMM process. The first component can be simplified as:

$$\text{Tr} (\Sigma_1^{-1} \Sigma_0) = \sum_j \frac{\Sigma_{0,jj}}{\Sigma_{1,jj}}$$

(7.15)
Secondly the inverse of the covariance matrix $\Sigma_1$ can be calculated by inverting the elements along the main diagonal,

$$\Sigma_1^{-1} = \begin{cases} \frac{1}{\Sigma_{1,ij}} & \text{if } i = j \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (7.16)

Thirdly, the last component can be replaced, as follows:

$$\ln \frac{\det \Sigma_1}{\det \Sigma_0} = \ln \frac{\sum_i \Sigma_{1,i} \Sigma_{1,i}^T}{\sum_i \Sigma_{1,i}}$$  \hspace{1cm} (7.17)

The above results in the simplified KL Divergence equation used in this work:

$$D_{KL}(N_0||N_0) = \frac{1}{2} \sum_j \frac{\Sigma_{0,ij}}{\Sigma_{1,ij}}$$

$$+ \frac{1}{2} (\mu_1 - \mu_0)^T \Sigma_1^{-1} (\mu_1 - \mu_0)$$

$$+ \frac{1}{2} \ln \frac{\sum_i \Sigma_{1,i} \Sigma_{1,i}^T}{\sum_i \Sigma_{1,i}} - \frac{k}{2}$$  \hspace{1cm} (7.18)

We use this KL divergence calculation to form the optimal on-to-one association between target and source clusters by greedily selecting the target and source pairs that have the lowest divergence. This method provides a significant improvement in the label transfer accuracy, which leads to improved accuracy of the final trained network using the transferred labels.

### 7.3 Domain Adaptation Experiments

#### 7.3.1 Network Architecture

For our experiments, we used two separate DenseNet architectures, without the bottleneck configuration, as proposed in [57]. An example DenseNet architecture is shown in Figure 2.7. The DenseNet architecture lends itself well to ABN because it already has a batch normalization layer before each convolution operation, and the original architecture does not need to be changed to leverage ABN. Unlike the original DenseNet implementation which pre-whitened the input data, we normalized the input through a batch normalization layer.
We further introduced a fully connected layer after the last global pooling layer in the DenseNet architecture to aid in the center-loss training by reducing the dimensionality of the feature representations. We found that this additional layer has no effect when training with the SoftMax loss but is important when training with the center loss.

For the digit classification experiments we used a smaller DenseNet that is 25 layers deep with three dense blocks and a growth rate of 12. We selected this shallower network for digit classification to reduce over-fitting, as the digits datasets are relatively small.

The network used for the aerial image classification was 40 layers deep and had three dense blocks and a growth rate of 12. The network for the aerial datasets is larger because the task is harder due to more classes, the input images have higher resolution (256x256 pixels), and the datasets are larger allowing the training of deeper networks.

The networks were trained on the source data for 300 epochs for the MNIST, USPS, MNIST_M datasets and 40 epochs on the SVHN, Syn. Digits, UCM, and AID dataset. The Stochastic Gradient Decent optimizer was used with a momentum of 0.9, a learning rate of 0.1 which was dropped to 0.01 50% through training and then again to 0.001 at 75% through training. We used a 20% dropout rate. For the digits experiments we used a mini-batch size of 256, and for the Aerial experiments we used a mini-batch size of 64.

After the label transfer procedure, the network was adapted using the filtered label for 15 epochs using the same learning rate schedule and optimizer as was done for the original training of the network.

Figure 7.2: Sample images from different datasets showing variations in the same category across domains.
7.3.2 Digit Classification

In our first set of experiments we tested the proposed MALT-DA method on digit classification across multiple datasets [82], [61], [107], [37], [38]. Examples from all 5 digit classification datasets can be seen in Figure 7.2. The MNIST [82] dataset is one of the first digit recognition datasets used in deep learning. It contains 60,000 training samples and 10,000 test samples of 28x28 black and white examples of handwritten digits 0-9. The USPS [61] dataset is quite similar to the MNIST dataset; however, the number of samples is much smaller, and the images are in gray scale.

The works in [37], [38], presented a more challenging digits dataset that was generated by combining the MNIST images with randomly cropped patches from the BSDS500 dataset [4]. Since the exact dataset used in [37] and [38] is not released publicly, we followed an identical procedure to that proposed in their works to generate a similar dataset that we refer to as MNIST_M.

The most recent digits dataset is the Street View House Numbers (SVHN) [107] dataset in which 600,000 labeled examples are extracted from RGB images, many include additional digits in the bounding box for each individual digit. The SVHN dataset is the most diverse and challenging of the digit’s datasets. It is common for DA methods to work well when adapting from SVHN to a different domain. However, it is not common for methods to work well transferring to the SVHN domain because of its complexity. The SVHN dataset is a practically hard dataset because the image patches often include multiple digits, as illustrated in Figure 7.2.

Another synthetic digit classification dataset is the Synthetic Digits (Syn. Digits) dataset from [38]. The Synthetic Digits dataset was created using various computer fonts on different backgrounds with various alterations such as blur, rotations, color, etc. The dataset was designed to be a synthetic set that more closely matches the SVHN dataset, and thus was of a similar size.

Since the MNIST and USPS datasets are single channel images, we duplicated the single channel in the MNIST and USPS data to simulate RGB imagery, so that they could be used in our experiments. Additionally, because the other three datasets have a mixture of light digits on dark backgrounds and dark digits on light backgrounds, 50% of the MNIST and USPS samples were inverted, as suggested in [34]. Note that this process was not data augmentation, because the number of samples in the dataset remained the same.

In Table 7.2 we compare the results produced by our method with the results reported by state-of-the-art DA methods on digit datasets. We consider methods that do not use data augmentation and methods without tuned parameters for each
Table 7.2: Accuracy of digit classification datasets.

<table>
<thead>
<tr>
<th>Source</th>
<th>MNIST</th>
<th>USPS</th>
<th>MNIST</th>
<th>SVHN</th>
<th>MNIST</th>
<th>MNIST_M</th>
<th>SVHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rev. Grad. [38]</td>
<td>91.11%</td>
<td>74.01%</td>
<td>35.67%</td>
<td>73.91%</td>
<td>76.67%</td>
<td>91.09%</td>
<td></td>
</tr>
<tr>
<td>DCRN [39]</td>
<td>91.80%</td>
<td>73.67%</td>
<td>40.05%</td>
<td>81.97%</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>G2A [122]</td>
<td>92.50%</td>
<td>90.80%</td>
<td>36.40%</td>
<td>84.70%</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ADDA [146]</td>
<td>89.40%</td>
<td>90.10%</td>
<td>-</td>
<td>76.00%</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ATT [121]</td>
<td>-</td>
<td>-</td>
<td>52.80%</td>
<td>86.20%</td>
<td>-</td>
<td>93.10%</td>
<td></td>
</tr>
<tr>
<td>SBADA-GAN [119]</td>
<td><strong>95.04%</strong></td>
<td><strong>97.60%</strong></td>
<td><strong>61.08%</strong></td>
<td>76.14%</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SE DA [34]</td>
<td>88.14%</td>
<td><strong>92.35%</strong></td>
<td>33.87%</td>
<td>93.33%</td>
<td>-</td>
<td><strong>96.01%</strong></td>
<td></td>
</tr>
<tr>
<td>Assoc DA [45]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>95.68%</strong></td>
<td><strong>89.53%</strong></td>
<td>91.30%</td>
<td></td>
</tr>
<tr>
<td>Transfer. Rep. [124]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>78.80%</td>
<td><strong>86.70%</strong></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SA [32]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>59.32%</td>
<td>56.90%</td>
<td>86.44%</td>
<td></td>
</tr>
<tr>
<td>CORAL [134]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>63.10%</td>
<td>57.70%</td>
<td>85.20%</td>
<td></td>
</tr>
<tr>
<td>DSN w/ DANN [11]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>82.70%</td>
<td>83.20%</td>
<td>91.20%</td>
<td></td>
</tr>
<tr>
<td>DSN w/ MMD [11]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>72.20%</td>
<td>80.50%</td>
<td>88.50%</td>
<td></td>
</tr>
<tr>
<td>MMD [91]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>71.10%</td>
<td>76.90%</td>
<td>88.00%</td>
<td></td>
</tr>
</tbody>
</table>

adaptation task, as this keeps the comparison more in the spirit of the unsupervised domain adaptation task. The results with the highest accuracy are in red and those with the second highest are shown in bold. These results illustrate that for several adaptation tasks the proposed MALT-DA method improves significantly on the state of the art results.

Table 7.2 compares the classification accuracies achieved by our adaptation method $A_a$ to the results from the network trained on just the source data $A_s$ as well as other state of the art DA methods.

The results in Table 7.3 show the coverage of the performance gap our adaptation method achieves relative to training on the target domain as:

$$Coverage = \frac{A_a - A_s}{A_t - A_s}$$

(7.19)

The performance gap coverage is a good metric to compare DA methods across different works because it is normalized with respect the networks base performance on the target domain, without any adaptation. In other words, if a more advanced network...
Table 7.3: Coverage of performance gap by the proposed MALT-DA method relative to training on target domain.

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>MNIST</th>
<th>USPS</th>
<th>SVHN</th>
<th>Syn. Digits</th>
<th>MNIST_M</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>-</td>
<td>100.1%</td>
<td>70.1%</td>
<td>65.8%</td>
<td>18.9%</td>
<td></td>
</tr>
<tr>
<td>USPS</td>
<td>0.0%</td>
<td>-</td>
<td>5.7%</td>
<td>-0.4%</td>
<td>-0.8%</td>
<td></td>
</tr>
<tr>
<td>SVHN</td>
<td>95.1%</td>
<td>99.8%</td>
<td>-</td>
<td>60.8%</td>
<td>39.2%</td>
<td></td>
</tr>
<tr>
<td>Syn. Digits</td>
<td>81.2%</td>
<td>83.8%</td>
<td>91.3%</td>
<td>-</td>
<td>58.1%</td>
<td></td>
</tr>
<tr>
<td>MNIST_M</td>
<td>95.7%</td>
<td>59.2%</td>
<td>29.1%</td>
<td>92.0%</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

is used for a domain adaptation task it will likely have a higher base performance and thus most-likely achieve a higher accuracy on the final adaptation task. However, when the results are normalized using the gap closure metric the impact of the improved base performance is accounted for. It is clear in this table that for most adaptation tasks the proposed MALT-DA method covers the majority of the performance gap between source only and target only training, averaging 57% coverage.

In addition to our quantitative results for the digit classification experiments in Tables 7.2 and 7.3, we present qualitative results of the features for several adaptation tasks in Figure 7.3. In this figure we used t-SNE visualization [94] to present a 2D representation of our multidimensional features through our adaptation process. Each column is a different step in the adaptation process. The first three rows show adaptation tasks where the proposed method performs well and the last one shows an instance where the proposed method does not work well.
Figure 7.3: Feature visualization using t-SNE plots. The two leftmost columns show the Source (Red) and Target (Blue) features through each stage of the MALT-DA pipeline. The first column (Left) shows the source and target features, red and blue respectively, resulting from the un-adapted network with ABN. The second column depicts the same features after our Subspace Alignment process on the LPP manifold. The third column shows the only the features from the target domain that passed the dual-classifier pseudo label filtering, the different colors correspond to the class of each data-point. The last column displays the visualization of the, unfiltered, features resulting from the proposed network adaptation method. Each row corresponds to a different adaptation problem. First: from MNIST to USPS dataset. Second: from MNIST to the SVHN dataset. Third: from Syn. Digits to the SVHN dataset. Last: from USPS the MNIST dataset.
7.3.3 Remote Sensing Datasets

We considered two remote sensing datasets that were independently developed and have different class labels that partially overlap. The UCM dataset \cite{158} has 20 labeled classes whereas the AID dataset \cite{153} has 30 different classes. In total we found 13 common classes between the two datasets. Examples of each of the shared classes for the UCM and AID datasets can be found in Figure 7.4.

As a means to treat these experiments as a better use case for domain adaptation we trained each network on the full set of classes on the source domain and only adapted to the shared classes in the target domain. This might have made the adaptation task harder because the network was trained to differentiate between more classes than were present in the target domain, but this is a good example of problems faced when using domain adaptation.

We present quantitative results for each aerial adaptation task in Table 7.4. The results in this table demonstrate how the proposed method improves the classification accuracy on the target domain significantly over the training on the source alone, but also indicate that there is room for improvement.

<table>
<thead>
<tr>
<th>Source Target</th>
<th>AID</th>
<th>UCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source only</td>
<td>50.00%</td>
<td>42.17%</td>
</tr>
<tr>
<td>LPP SA [112]</td>
<td>58.18%</td>
<td>45.20%</td>
</tr>
<tr>
<td>MALT-DA (ours)</td>
<td>58.04%</td>
<td>55.90%</td>
</tr>
</tbody>
</table>
7.4 Remarks

In this chapter, we present a novel approach to unsupervised domain adaptation of a deep neural network to a new, unlabeled domain. The proposed approach relies on Adaptive Batch Normalization to condition the statistics of the source and target features for effective feature alignment and label transfer. Transductive label transfer, based on feature alignment on the LPP manifold and GMM cluster association with KL divergence, is used for improved labeling of target samples after aligning feature clusters in the source and target domains. We found that our approach works well when the source domain contains sufficient variation, relative to the target domain, to generate meaningful features that capture the variation in both domains. The results produced by the MALT-DA approach outperform state-of-the-art methods for many of the domain adaptation experiments with digits datasets. Furthermore, we present results on a new domain adaptation task between two visible spectrum remote sensing datasets.
Chapter 8

Conclusion

This dissertation presented novel methods in the areas of: manifold optimization, linear dimensionality reduction, network compression, deep feature embeddings, and visual domain adaptation. In the field of Manifold Optimization we propose the Proxy-Matrix Optimization method, a new iterative approach to constrained optimization. Proxy Matrix Optimization is a new approach on the manifold optimization that leverages deep learning to reformulate the problem for faster convergence. We then use our Proxy-Matrix method for four different applications: dimensionality reduction, network compression, improved deep feature embeddings, and domain adaptation.

Our work in the field of dimensionality reduction used the Proxy-Matrix method to reformulate common linear dimensionality reduction methods into a single unified framework. We demonstrate how a solution to many different linear dimensionality reduction methods can be obtained using the same manifold optimization framework. After this we propose multiple variations to the commonly used Principal Component Analysis method to improve its robustness to outlying datapoints.

We then extend our dimensionality reduction method to a more general tensor decomposition method and use it to compress deep neural networks. The cascaded projections method that we developed in this dissertation reduced the parameters in a state of the art deep network by 50%, and speed up the processing time of an image by $3.44 \times$, while only experiencing a 0.51% drop in accuracy.

The Proxy Matrix method was then used in deep neural networks to improve the learned feature embeddings. The proposed Deep Euclidean Feature Representations through Adaptation on the Grassmann manifold (DEFRAG) method encourages better clustering behavior of the features, while maintaining orthogonal basis for feature
embedding space. The importance of orthogonal basis is often overlooked when features are compared using the Euclidean distance metric.

Lastly we apply our manifold optimization to the field of domain adaptation, where we use subspace alignment and clustering methods to aid in the process of label transfer for adaptation of deep networks. Our proposed Manifold-Aligned Label Transfer for Domain Adaptation (MALT-DA) method achieves state of the art performance on many challenging adaptation tasks.

The methods proposed in this work have many potential applications to real-world problems such as: scene analysis from aerial platforms, object and pedestrian detection in autonomous vehicles, face identification on mobile devices, visual object tracking, online adaptation of deep neural networks, and many more.
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