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Abstract: We present our efforts to develop methods for rendering 3D objects on mobile devices using real-world dynamic illumination from the user’s environment. To achieve this, we use the front and back cameras on the mobile device to estimate the light distribution in the environment in real time. We then create a dynamic illumination map and render the object at interactive rates in a browser on the device using a web-based graphics API. This project achieves one of the goals of our related work on realistic visualization of virtual objects: to make virtual objects appear to be situated within the scene they are observed in.
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I. INTRODUCTION

Virtual objects represented by 3D models can be easily rendered and interacted with using modern computer graphics tools. The appearance of the virtual objects is due to effects of interaction of light with the surfaces of the objects. In order to realistically represent the appearance of an object, it is often rendered using a virtual illumination map representing the real-world environment. To make the virtual object appear like it is a part of the real environment, we need to use the real-world illumination map to render the virtual scene.

In previous work (Ferwerda 2014)(Ferwerda and Darling 2013) we have defined three criteria that must be met for a virtual object to appear to be part of the real world. First, the rendered images of the object must be realistic. Second, the system rendering the object must be responsive and allow natural interaction. And finally, the object must appear to be situated within the real environment. Accurate real-time modeling and rendering of the user’s illumination environment is key to this final goal.

The appearance of an object in a virtual scene is obtained by simulating how light is reflected or transmitted by the object. The appearance is made more realistic by calculating the global illumination which represents both the direct and indirect components of light transport. To make the rendered object more situated, we need to capture the user’s illumination environment in order to use it in our virtual scene.

While there has been lots of research on realistic rendering of objects in captured illumination environments, they usually require sophisticated setups and precomputations to estimate a given environment (Boddington and Thatte 2015)(Currius, et al. 2020). Our goal in this paper is to take advantage of the capabilities of modern mobile devices to capture a user’s illumination environment in real-time and to use web-based 3D graphics to realistically render 3D objects on the device so that they appear to be part of the user’s environment.

II. RELATED WORK

Realistic real-time rendering of 3D objects requires identifying illumination sources in the real-world scene, evaluating their direct and indirect contribution to the global illumination in the scene and keeping track of the sources and their effects on the objects over time. Researchers have developed various techniques to achieve these goals and one of them is to estimate the global illumination using basis functions. Wong et al (Wong, et al. 1997) used spherical harmonics to estimate the illumination, Ng et al (Ng, Ramamoorthi and Hanrahan 2003) used wavelets to approximate the illumination and more recently, Currius et al (Currius, et al. 2020) used a convolutional neural network to calculate parameters of spherical gaussian to approximate the illumination.

Image-based lighting has also become a popular method for global illumination estimation. The work can be traced back to Blinn (Blinn and Newell 1976) who used synthesized images to render appearance of an object. This led to the idea of creating a real-world scene by using images of the scene as an illumination map. Debevec (Debevec 2008) used HDR image-based model to provide realistic appearance to the object. To capture illumination environments in real time, developers have used cameras...
with fish-eye lenses and large fields of view (Yoo and Lee 2008). Walton et al (Walton, et al. 2017) used an RGBD camera along with a fish-eye lens camera to construct user’s environment at real time. Panoramic approaches for reconstructing a 360-degree scene includes algorithms that use invariant features to stitch multiple image (Brown and Lowe 2007)(Iorns and Rhee 2016) to form an illumination map of the environment. More recently, deep learning methods have also been used to estimate illumination in a scene using a single image (Gardner, et al. 2017) (Liu, et al. 2020).

Capturing the real-time lighting environment on a mobile device is challenging. While all these methods represent important advances, not all of them can be used directly for realistic real-time rendering on mobile devices. Some methods require specialized hardware for capture. Others require precomputation of one or more components of the light field. To capture incident illumination, it is difficult to rely on the device user to have mirror like spherical objects in the scene. Mobile devices usually do not come with SLAM (Simultaneous Localization and Mapping) and light field sensors, but most certainly are always equipped with one or more cameras. Thus, image-based lighting looks like a promising approach to extend it on mobile devices. But the cameras on the devices have a narrow field of view and are low in resolution which is discouraging in constructing a panoramic HDR image. Additionally, image-based techniques do not capture dynamically varying illumination. The aim of our work is to develop methods to construct real time environment by using image-based lighting within the constraints of the mobile device. We also aim to incorporate real-time capture of the dynamic illumination environments and the realistic rendering of virtual objects using these illumination environments in real-time on standard mobile devices.

III. CURRENT SYSTEM

Our system has two major components: illumination capture and tracking and scene rendering. To capture and track the illumination in a scene, we use the mobile device’s inbuilt cameras. To support real-time rendering, we use Three.js (Three.js n.d.), which is a JavaScript library built on WebGL (WebGL n.d.). WebGL has brought the power of complex 3D graphics to web browsers and every modern browser supports it. Since, web browsers are ubiquitous in mobile devices, building a browser-based application enables widespread use of our system without the need for a user to download any code. The system can be accessed simply by loading a URL into a browser.

A typical Three.js pipeline for 3D graphics is shown in Figure 1. An object is characterized by its geometry and material properties. The geometry can be planar, spherical, or parametric. The material can vary in reflectance, transmittance, and emittance, and any of these properties as well as mesoscale texture can be modified spatially using image-based maps. These properties together form a Mesh that is added to a Three.js Scene. The Scene also requires specification of the illumination, and the parameters of a virtual camera that views the scene. Using this information, the Scene is rendered using the WebGL renderer and the resulting images are displayed in the browser.

In our system, we use image-based lighting techniques to specify the scene illumination. The back camera of the mobile device is used
to capture the illumination field in the user's environment, and the front camera is used to track dynamic changes in illumination field.

### A. Capturing and rendering scene illumination

There are various ways to construct an illumination map of an environment. We create our illumination representation using a cube map. The map can be defined by sampling the user's surround with six images that form six faces of a cube. Once the cube has been constructed, it can be used to illuminate objects in the scene. The overall flow of this processing in our system is shown in Figure 2. After launching the application, the user is asked to capture six images at roughly orthogonal angles that represent their real-world environment. These images are then used to create the illumination cube map which is then used to illuminate the object in the scene. Figure 3 shows an example of the images captured and an object rendered using this method. Figure 4 shows the effects of rotating the object within this captured illumination environment.
B. Tracking scene illumination changes

After constructing the cube map to represent the user's illumination environment, we capture frames periodically from the front facing camera of the mobile device to detect dynamic changes in illumination. To support this functionality, we use the OpenCV (OpenCV n.d.) JavaScript library to perform real-time image processing for dynamic tracking.

In our implementation, we use the front (user) facing camera to look for significant changes in scene illumination. Using OpenCV we estimate the direction of the change and place a virtual light source in the same relative direction in the scene model. The virtual light is added, modulated, displaced, and removed in concert with changes in the real-world environment. Figure 5 shows examples of this system capability. An object is rendered using an illumination map created from the user's environment, and the dynamic effects on the object's appearance, of adding a moving flashlight to this environment are shown in the Figure.

IV. WORK IN PROGRESS

While the system described above gives good results, there is room of improvement on two aspects. First, even though the illumination map is created at run-time, the user needs to explicitly capture the six images to create the map. Second, due to the narrow fields of view of the device's cameras, light sources in the scene lying outside the fields of view may not get tracked and the sampling of the environment into six images to create the cube map may not be sufficient. To overcome these shortcomings, we are currently working on a new system that represents the illumination
environment as an inner surface of a large hemisphere and divides it into tiles, based on fields of view of the cameras. As shown in Figure 6, for each view of the camera, the image is mapped to the respective tile of the hemisphere. To align the image to the tiles, data from the device’s orientation sensor is used. The mapping will be done at real time, and the map will be updated continuously to account for multiple dynamic changes in the illumination environment.

V. CONCLUSION

In this paper we have presented our efforts towards developing a system for rendering virtual objects in real time on everyday mobile devices. The novel contributions of our system are 1) that we capture and model the user’s illumination in real-time and use it to light the virtual objects, making the objects appear to be situated in the real scene; and 2) the system is implemented in HTML and JavaScript and can therefore be accessed using standard web browsers on consumer-grade mobile devices through URLs without downloading or installing any software. We see great potential use of this system to enable widespread, realistic, interactive access to digital collections.

Fig. 5. Examples of effects of external light sources. Each browser window shows a copper surface rendered by our system. At the top of each window are two small frames showing the user pointing a flashlight at the virtual surface and the light source segmented from this frame. This segmented source is then used to create a virtual light source that dynamically illuminates the virtual surface.

Fig. 6. The real time scene covered by the field of view of the camera is mapped to the rendered scene with hemispherical environment such that the direction and orientation of the camera is consistent with the user.
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