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(b)

Figure 6.1: Epileptic seizure detection accuracy versus the reservoir size and alpha for (a) Ring
topology with maximum accuracy of 86% and (b) Hybrid topology with maximum accuracy of
90%.

6.1.2 Emotion Recognition

Two emotional statuses are tested in this work: anger and neutral. The restricted analysis of

two emotional statuses was chosen to simplify hardware testing and reservoir parameters

optimization. The dataset and feature extractor used for emotion recognition are discussed

in chapter 5. A total of 156 audio signals were used for both training and testing purposes

(110 for training and 46 for testing). The random topology is used for the emotion recog-

nition. Repeated sets of simulations were conducted to find the best values of the size of

the reservoir, degree of connectivity and the short memory parameter alpha. 1000 individ-

ual simulation runs were conducted with different reservoir sizes (10-500) and degrees of

connectivity (5−100%). Figure 6.2 shows the testing accuracy of each simulation. It was

found that the 190 node reservoir with 20% degree of connectivity has the best accuracy.

These values were used to conduct another experiment to find the best Alpha value. The

experiment included 100 distinct simulation runs with different Alpha values (0.01-1.0).

Figure 6.3 shows results of this experiment where the best testing accuracy was achieved

when Alpha value ≈0.25.
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Figure 6.2: The effects of the number of nodes within the reservoir and the degree of connectivity of
those nodes on the testing accuracy at Alpha ≈0.25. The best accuracy is observed at ≈190 nodes
and ≈ 20% connectivity.

Alpha Value

Figure 6.3: The short memory parameter Alpha verses testing accuracy at 190 reservoir nodes with
20% connectivity. Best accuracy is observed at Alpha ≈0.25.

One readout layer node was sufficient to classify the two emotional status (Neutral and

Anger). The output of this node is compared against a threshold value to calculate the
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final binary output. Figure 6.4 show the expected output, actual output vs threshold value,

and predicted output. Different threshold values were used to enhance the classification

accuracy. Figure 6.5 shows best training and testing accuracy versus different threshold

values. Both training and testing reached ≈96% accuracy.

(a)

(b)

(c)

Figure 6.4: Signal propagation through ESN for speech emotion recognition at (a) Test expected,
output signal Vs threshold, and test predicted.
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Figure 6.5: The classification accuracy of ideal hardware behavior model of the ESN with 190
reservoir nodes at 20% degree of connectivity and Alpha ≈0.25 The best test accuracy is 96.5%.

6.1.3 Prosthetic Fingers Control

Five classes of individual finger motions are used in this work. The dataset and feature

extractor used for this application are discussed in chapter 5. Each class contains 24 EMG

segments of length 20 seconds. The segments are divided into smaller parts of length 4

seconds. This will increase the total number of segments to 120 per class. 100 segments

are used for training while the rest 20 segments are used for testing. The hybrid ESN

topology is used for finger motion classification. Eight input nodes are used (one node for

each EMG channel) while five nodes are used for the output (one node per class). The

output signals of these nodes are processed using winner-take all method to calculate the

final binary output. The performance of the hybrid topology was analyzed to find the best

parametric values. Several simulations were conducted over varied reservoir size and alpha

values. Figure 6.6 shows the test accuracy vs reservoir size and alpha. The average accuracy

of ten trials for each combination of size and alpha is showed in this figure. The accuracy

increase as the size of the reservoir increase for the sizes lower than 300 nodes. However,

the accuracy stabilizes in a range for the larger reservoir sizes. The maximum training

and testing accuracy achieved is 87% and 84% respectively. Figure 6.7 shows confusion

matrices of classification accuracy of training and testing.
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Figure 6.6: The effects of the number of nodes within the reservoir and alpha on the testing accuracy
of finger motion recognition using hybrid topology.

(a) (b)

Figure 6.7: Confusion matrix of fingers classification from surface EMG signals using 300 nodes
hybrid reservoir for (a) training with accuracy of 87% and (b) testing with accuracy of 84%.

Some applications of human computer interaction may require recognition of one finger

motion. For instance, a signal that can be used to control an on/off button. In such applica-

tion, the classification problem is simplified; instead of recognizing which exact finger is

moving, this application test for movement of a specific finger. The idea is to answer the

question: is finger X is moving or not? regardless of the situation of other fingers. This can
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be implemented using different post processing step. Instead of winner-take all, a threshold

comparator can be used for each output node. In this application the accuracy increase to a

range from 88% to 95%. Figure 6.8 shows the classification accuracy vs different threshold

value for the five classes. Each class has different threshold value that gives the maximum

accuracy.

Figure 6.8: Classification accuracy of individual finger motion. The accuracy is in a range from
88% to 95%.
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6.2 Reservoir Metrics

The performance of the reservoir is dependent on the randomly generated weights of the

reservoir and several other parameters such as alpha and reservoir size. Finding the best

values for these parameters has been an open question. The over all performance of the

reservoir has been used to study effect of these parameters. This requires a complete train-

ing of the reservoir for a specific application, which takes long time and requires more

processing resources. Further more the best parameter values may vary depending on the

targeted application. More general metrics that are independent from the target output are

required to test the reservoir. These reservoir metrics are measurements of the quality of the

reservoir. Several metrics have been proposed in the literature [40, 18]. Chrol-Cannon et al.

[12] compared the ability of four reservoir metrics to measure the performance of several

reservoir topologies. The reservoir metrics used in this study are: class separation, kernel

quality, Lyapunove’s exponent, and spectral radius. Results showed that kernel quality and

Lyapunove’s exponent strongly correlate with reservoir performance. These two metrics

are used in this work for the hybrid topology while processing two types of data: EEG and

EMG. They are used to study the effect of reservoir size on the quality of the reservoir. The

test is implemented over varied reservoir sizes 10 to 100 node. To study the stabilization of

these metrics hundred trials are used for each size.

6.2.1 Kernel quality

Kernel quality is a measure of linear separation property of the reservoir. It is first presented

in [32] and proposed by Chrol-Cannon et al. [12] as a reservoir metric. The reservoir

response to the whole set of input vectors is used to calculate this metric. The whole

reservoir states are concatenated in a matrix M where each column in M represents reservoir

response to one input vector. The kernel quality is calculated by taking the rank of this

matrix. It represents the network freedom to represent each input stimulus differently. The

target kernel value is equal to the size of the reservoir which means that each reservoir node

generate its unique response that can’t be regenerated by using linear combinations of the

responses of the other nodes.
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Figure 6.9 shows kernel quality results for the hybrid reservoir topology processing

EEG and EMG signals. The median of kernel quality values are close to the target for

different reservoir sizes for both EEG and EMG signals. Results also showed that there is

variation of the kernel quality values especially for reservoir sizes larger than 50 node. This

variation is a result of the randomly generated weight for the input and reservoir synapse

where low kernel quality value could be a result of unsuitable set of random weights. In

general the kernel quality value for EMG data seems more stable compared to those of

EEG data. The nature of the input signals could be behind this small difference between

the EEG and EMG.

 10             20           30           40           50           60           70           80           90           100             
Reservoir Size

(a)

 10             20           30           40           50           60           70           80           90           100             
Reservoir Size

(b)

Figure 6.9: Kernel results vs different reservoir sizes for hybrid topology reservoir testing (a) EEG
and (b) EMG signals.
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6.2.2 Lyapunov’s Exponent

Lyapunov’s exponent is a measure of the chaos in the dynamic response of the reservoir.

This metric was formulated in [18]. Equation 6.1 is used to calculate Lyapunov’s exponent

value. Positive values of this metric represent the chaotic dynamic region while negative

values represent the stable region. Since the optimal reservoir performance occurs at the

edge of chaos, Lyapunove’s exponent of zero is desirable.

λ (t) = k
N

∑
n=1

ln


∥∥∥x j(t)− x ĵ(t)

∥∥∥∥∥∥u j(t)−u ĵ(t)
∥∥∥
 (6.1)

where u j(t) is an input to the reservoir at time step t. u ĵ(t) is the nearest neighbor to u j(t).

x j(t) and x ĵ(t) are the reservoir response to u j(t) and u ĵ(t) respectively.

Figure 6.10 shows Lyapunov’s exponent results for the hybrid reservoir topology pro-

cessing EEG and EMG signals. Results showed that the values of this metric are higher

than zero for EEG signals while it showed that they are around zero for EMG signals. This

means that the hybrid topology has more chaotic response to the EEG signals compared

to the response of the EMG signals. It also showed that the size of the reservoir process-

ing the EEG signals has low effect on the value of Lyaponv’s exponent compared to the

reservoir processing the EMG signals. As in kernel quality, there is variation in the values

of Lyapunov’s exponent and this is also attributed to the random weights of the input and

reservoir synapses.
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 10             20           30           40           50           60           70           80           90           100             
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(b)

Figure 6.10: Lyapunov’s exponent results vs different reservoir sizes for hybrid topology reservoir
testing (a) EEG and (b) EMG signals.

6.3 Power

Power dissipation of four different reservoir topologies is analyzed. The average dynamic

power dissipation is measured in HSPICE for small size reservoirs. The maximum cur-

rent Imax used in the simulation is 10µA. These measurements are quantitatively scaled for
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larger reservoir sizes. Figure 6.11 shows the power dissipation of three reservoir topolo-

gies, one way ring, two way ring, and hybrid, over different reservoir sizes. The power

dissipation of the three topologies is in tens mile watts. Results showed that the one way

ring topology has lower power consumption compared to the two way ring and hybrid

topologies. This is attributed to the small number of synapses that the one way ring topol-

ogy has where each reservoir layer node has only one synapse. Results also showed that

the relation between power dissipation of these topologies and reservoir size is linear. This

implies that there is no power dissipation overhead for increasing the size of the reservoir.

Figure 6.12 shows the power results for four reservoir topologies: one way ring, two way

ring, hybrid and random. The random topology has higher power dissipation (in order of

several watts) because it has high number of synapses compared to the other topologies. It

also showed that the power dissipation of the random topology is exponentially related to

the size of the reservoir. For this reason the random topology is not desired for the hard-

ware implementation. The power consumption of these topologies can be reduced using

subthreshold designs and other power reduction techniques.

Figure 6.11: Power consumption vs reservoir size of three ESN topologies: one way ring, two way
ring, and hybrid. The ring topology has lower power consumption compared to the other topologies.
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Figure 6.12: Power consumption vs reservoir size of four ESN topologies: one way ring, two way
ring, hybrid, and random. The random topology has higher power consumption compared to the
other topologies.

6.4 Summary

Three reservoir topologies, ring, hybrid, and random are used for the three applications

implemented in this work. The ring and hybrid topologies are used for epileptic seizure de-

tection. The maximum accuracy achieved using the ring and hybrid reservoir topologies is

86% and 90% respectively. The random topology is used for the emotion recognition with

accuracy of 96%. The hybrid topology is used for prosthetics finger control with accuracy

of 84%. Reservoir quality is analyzed for the hybrid topology using two reservoir met-

rics: kernel quality and Lyapunov’s exponent. Results showed that the hybrid topology has

more stable response to the EMG signals compared to the response to the EEG signals. The

power dissipation of different reservoir topologies is also analyzed. Results showed that the

one way ring topology has lower power consumption compared to the other topologies. It

also showed that the random topology has very high power consumption which makes it

undesirable topology for hardware implementation.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis work proposed a neuromemristive ESN architecture. ESN is a recurrent neural

network that has simplified training algorithm. It has been applied to several spatiotemporal

recognition problems. The untrained recurrent connections within the ESN are used as filter

for extraction of features in the temporal domain. The output of this filter is used to train

the output layer of the ESN using linear regression. The proposed ESN neurmemristive

architecture is useful for power constrained devices. Mixed-signal circuits have high design

cost, but are the prime choice for realizing ESNs. The proposed architecture uses the 2-D

mesh network and doubly twisted toroidal network as interconnection platforms. Several

ESN topologies are implemented on the proposed architecture. The work also proposed a

hybrid ESN topology that has low number of synapses and high connectivity. The choice

between the ESN topologies is determined by the accuracy of the the target application,

input data stream, and hardware resource availability.

Three medical and human computer interaction applications are used to test the pro-

posed architecture. The architecture achieved an accuracy of 90%, 96%, and 84% for

epileptic seizure detection, speech emotion recognition and prosthetic fingers control. The

quality of the ESN is analyzed using kernel quality and Lyapunov’s exponent metrics. The

power consumption of different ESN topologies is also analyzed. The power dissipation

of the one way ring, two way ring, and hybrid topology is in tens mile watts. The ran-

dom topology has higher power consumption compared to the ring and hybrid topologies.

In general, for the applications tested in this work ESN performance is comparable to the

state-of-the-art.
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7.2 Future Work

The architecture proposed in this work can be used for applications in other therapeutic sys-

tems and body sensors such as diagnose of neuromuscular disease, analysis of ECG/EKG

signals, and prediction of epileptic seizures. Such power constrained devices are on the top

of list of applications that can benefits from the neuromemristive architectures. Further-

more, the applications used in this work can be expanded. For instance, more emotional

statuses can be used in the speech emotion recognition instead of only two statuses. Com-

bined finger motions can be added to the prosthetic finger control. Other ESN topologies

can be explored to increase the accuracy of the system and reduce hardware requirements.

Training circuitry for the memristors can be incorporated in this system. Such circuits

can be used for on chip training. To reduce the power consumption of the architecture,

other synapse and neuron circuit models can be used. These new circuit models can directly

replace the current circuits where the proposed architecture is not constrained to specific

circuits. Subthreshold designs and other power reduction techniques are also a suggested

to reduce the power consumption. The proposed architecture can be expanded for other

types of reservoirs such as liquid state machine.
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Appendix A

Derivation for Hybrid Topology

A.1 is the traditional equation to calculate the state of the reservoir

X(n+1) = f res (Winu[n+1]+Wxx[n]) (A.1)

The second part of this equation Wxx(n) represents the interconnections within the

reservoir layer. This part can be used to calculate the state of the reservoir layer indepen-

dently from the input layer. In other words, if there are R nodes in the reservoir layer, this

part can be modified to calculate the state of one node in the reservoir layer x(s) as shown

in equation A.2. For derivation purposes, equation A.2 neglects the reservoir activation

function f res and the input to the network u.

x(s) =
R

∑
r=1

Wx(s)(r)x(r) (A.2)

Wx in equation A.2 can be divided into two groups: W1x and W2x. As shown in

equation A.3.

x(s) =
R

∑
r=1

W1x(s)W2x(r)x(r) (A.3)

⇒ x(s) = W1x(s)
R

∑
r=1

W2x(r)x(r) (A.4)

A.4 can be divided into two parts as shown in equation A.5 and A.6.

Xc =
R

∑
r

W2x(r)x(r) (A.5)
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x(s) = W1x(s)Xc (A.6)

Equation A.5 is used to calculate the state of the center node Xc. This node is fully

connected to all nodes in the reservoir layer. Based on Xc the state at one node x(s) in the

reservoir layer can be calculated as shown in equation A.6. For convenience W1x and W2x

are named Wdown and Wup respectively.

⇒ Xc =
R

∑
r

Wup(r)x(r) (A.7)

⇒ x(s) = Wdown(s)Xc (A.8)

These two equations A.7 and A.8 are used in to calculate the state of the reservoir

layer of the center node topology. Combining these equations with the equation of the ring

topology gives the equation for the hybrid topology as shown in equation A.9.

x(s) = Wdown(s)Xc+Wring(s)x(s−1) (A.9)

Equation A.9 can be generalized to calculate the state of all nodes in the reservoir layer

of the hybrid topology as shown equation A.10. This equation considers the input to the

network and the reservoir activation function.

X[n] = f res(Winu[n]+WdownXc+Wring
�

X[n−1]
�

) (A.10)
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