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Hemagglutinin (HA) New Zealand

      The alternate models M2a or M8 did not identify site classes with a ω > 1 for the HA

dataset from New Zealand and log likelihood values for these models were not significantly

larger than null models either (Table 6). The p-values were close to 1 (Table 4). Therefore,

assumptions of the null models M1a, M7, and M8a that there are no positively selected site-

classes could not be rejected for this dataset. BEB analysis did not identify any site that

belongs to positively selected site-classes with posterior probability greater than 95%.

Table 6 New Zealand HA Dataset (270 Sequences) Selection Pressures
p: Number of parameters

Model p Log-
likelihood

Values (lnL)

Estimates
of

Parameters

Positively
Selected Sites (BEB)
(*: P>95%; **: P>99%)

M0 (One-ratio) 1 -5845.193154 =0.283 Not allowed
M1a (NearlyNeutral) 2 -5819.230525 p0= 0.777

(p1= 0.222)
0= 0.090

( 1=1)

Not allowed

M2a (PositiveSelection) 4 -5819.230525 p0=0.777
p1=0.144

(p2=0.079)
0=0.090

( 1=1)
2=1.000

42 I         0.512
546 A     0.516

M7 (Beta) 2 -5819.592032 p=0.190
q= 0.474

Not allowed

M8 (Beta& ) 4 -5819.239402 p0=0.778
(p1=0.222)
p=9.94
q=99.0

=1.000

42 I          0.656
108 K  0.576
320 A      0.518
377 T      0.511
443 L      0.565
546 A      0.661

M8a (Beta&= fixed) 3 -5819.239402 p0=0.778
(p1=0.222)
p=9.94
q=99.0
( =1)

Not allowed
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Hemagglutinin (HA) Australia

         For the HA dataset from Australia, model M2a did not identify site-classes with a ω > 1

and the log likelihood value (lnL) for this model was not significantly larger than the null

model M1a (Table 7). Even though model M8 suggested ω= 1.4 for 5% of site classes, LRT

comparisons with null models M7 and M8a were not statistically significant to support

positive selection in this dataset (Table 4). BEB analysis did not identify any amino acid sites

that belong to positively selected site-classes with posterior probability greater than 95%.
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Table 7 Australia HA Dataset (107 Sequences) Selection Pressures
p: Number of parameters

Model p Log-
likelihood

Values (lnL)

Estimates of
Parameters

Positively
Selected Sites (BEB)
(*: P>95%; **: P>99%)

M0 (One-ratio) 1 -4360.813739 =0.298 Not allowed
M1a (NearlyNeutral) 2 -4345.410504 p0=0.741

(p1=0.259)
0=0.056

( 1=1)

Not allowed

M2a (PositiveSelection) 4 -4345.414514 p0=0.741
p1=0.163
(p2=0.095)

0=0.056
( 1=1)

2=1

26 T     0.509
66 G     0.567
204 D    0.569

M7 (Beta) 2 -4345.412883 p=0.089
q=0.209

Not allowed

M8 (Beta& ) 4 -4345.369265 p0=0.953
(p1=0.047)
p=0.142
q=0.43528

=1.40

7 L       0.634
16 A     0.532
26 T     0.748
66 G     0.820
69 D     0.686
122 A    0.549
128 V    0.522
161 N    0.676
171 T    0.554
204 D    0.822
209 F    0.502
291 G    0.521
320 A    0.551
492 A    0.549
546 A    0.530

M8a (Beta&= fixed) 3 -4345.391964 p0=0.762
(p1=0.238)
p=0.227
q=2.460
( =1)

Not allowed



43

Neuraminidase (NA) USA

      Alternate models M2a or M8 did not identify site-classes with a ω > 1 for the NA dataset

from USA and log likelihood values for these models were not significantly larger than null

models (Table 4, 8). Therefore, the null hypothesis that there are no positively selected site-

classes could not be rejected for this dataset. BEB analysis did not identify any site that

belongs to positively selected site-classes with posterior probability greater than 95%.

Table 8 USA NA Dataset (166 Sequences) Selection Pressures
p: Number of parameters

Model p Log-
likelihood

Values (lnL)

Estimates
of

Parameters

Positively
Selected Sites (BEB)
(*: P>95%; **: P>99%)

M0 (One-ratio) 1 -5082.261559 =0.224 Not allowed
M1a (NearlyNeutral) 2 -5063.991242 p0= 0.846

(p1= 0.154)
0= 0.100

( 1=1)

Not allowed

M2a(PositiveSelection) 4 -5063.029728 p0=0.847
p1=0.103
(p2=0.050)

0=0.100
( 1=1)

2=1.000

199 K      0.593
221 K      0.689
267 T      0.629
310 Y      0.554
332 S      0.599
386 P      0.586

M7 (Beta) 2 -5062.426558 p=0.280
q= 0.954

Not allowed

M8 (Beta& ) 4 -5062.412581 p0=0.954
(p1=0.046)
p=0.332
q=1.393

=1.000

199 K      0.632
221 K      0.784
267 T      0.686
310 Y      0.573
332 S      0.634
386 P      0.617

M8a (Beta&= fixed) 3 -5062.409981 p0=0.954
(p1=0.0456)
p=0.332
q=1.393

=1.000

Not allowed
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Neuraminidase (NA) New Zealand

        Model M2a suggested that 1.7% of sites are under positive selection with ω = 2.62

(Table 9). When models M1a and M2a were compared, the LRT statistic (2  = 2 x -

4523.640514) – -4525.344083)) was 3.4 with p-value 0.18 for df = 2 (Table 4). Since the p-

value was greater than 0.05, the assumption of the null model M1a that there are no positively

selected site-classes in New Zealand NA dataset could not be rejected. For M2a, Bayes

Empirical Bayes (BEB) analysis did not identify any amino acid sites as positively selected

with posterior probability greater than 95% (only 90.4% for 221 K Table 9). However, model

M8 suggested 3% of site-classes with ω = 2.29. When the models M7 and M8 were

compared, p-value was 0.028 for LRS = 7.15 with df = 2 (Table 4). Therefore, the assumption

of model M8 that there are site-classes with positive selection was favored over the

assumption of model M7 that there are no such site-classes. For the M8a and M8 comparison,

LRT statistic was 7.15 with df = 1 (Table 4). The test static for null distribution was greater

than the critical value 2.71 and χ2 distribution had p-value < 0.05. Thus, model M8 was

favored over the null model M8a and the test of positive selection becomes significant. For

M8, Bayes Empirical Bayes (BEB) analysis identified amino acid site 221 K as positively

selected with posterior probability 95.3% (Table 9).
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Table 9 New Zealand NA Dataset (371 Sequences) Selection Pressures
p: Number of parameters

Model p Log-
likelihood

Values (lnL)

Estimates of
Parameters

Positively
  Selected Sites (BEB)
(*: P>95%; **: P>99%)

M0 (One-ratio) 1 -4542.831855 = 0.265 Not allowed
M1a (NearlyNeutral) 2 -4525.344083 p0= 0.855

(p1= 0.145)
0= 0.130

( 1=1)

Not allowed

M2a (PositiveSelection) 4 -4523.640514 p0=0.893
p1=0.090
(p2=0.017)

0=0.154
( 1=1)

2=2.62

30 A      0.793
40 H      0.630
81 L      0.528
221 K     0.904
267 T     0.517
303 V     0.713
416 S     0.538
434 T     0.526

M7 (Beta) 2 -4527.173151 p=0.288
q=  0.800

      Not allowed

M8 (Beta& ) 4 -4523.596864 p0=0.969
(p1=0.031)
p=1.01
q= 3.77

=2.29

30 A      0.853
 40 H      0.622

   221 K    0.955*
 303 V     0.749
416 S     0.521
434 T     0.508

M8a (Beta&= fixed) 3 -4525.365320 p0=0.856
(p1=0.143)
p=14.97
q=99.00

=1.00

Not allowed



46

Neuraminidase (NA) Australia

      Alternate models M2a or M8 did not identify site-classes with ω > 1 for NA dataset from

Australia and log likelihood values for these models were not significantly larger than the null

models (Table 10). P-values for LRS were close to 1. Therefore, the null hypothesis that there

are no positively selected site-classes in this dataset could not be rejected.  Agreeing with

these results, BEB analysis did not identify any site that belongs to positively selected site-

classes with posterior probability greater than 95% for either M2a or M8.

Table 10 Australia NA Dataset (79 Sequences) Selection Pressures
p: Number of parameters

Model p Log-
likelihood

Values (lnL)

Estimates of
Parameters

Positively
  Selected Sites (BEB)
(*: P>95%; **: P>99%)

M0 (One-ratio) 1 -3715.823125 = 0.254 Not allowed
M1a (NearlyNeutral) 2 -3711.404483 p0= 0.852

(p1= 0.148)
0= 0.136

( 1=1)

Not allowed

M2a (PositiveSelection) 4 -3711.404483 p0=0.852
p1=0.015
(p2=0.133)

0=0.136
( 1 =1)

2=1.000

        199 K      0.501
        221 K      0.504

M7 (Beta) 3 -3710.902568 p=0.402
q= 1.165

Not allowed

M8 (Beta& ) 5 -3710.902580 p0=0.99999
(p1=0.00001)
p=0.402
q=1.165

=1.000

        199 K      0.539
        221 K      0.542
        392 I        0.519

M8a (Beta&= fixed) 3 -3710.902580 p0=0.99999
(p1=0.00001)
p=0.402
q=1.165

=1.000

Not allowed
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Comparative Selection Pressure Analyses

             To examine whether there is evidence for differential selective pressures between

human influenza A/H3N2 viruses from different geographical locations, datasets from

Australia, New Zealand, and USA were compared pair-wise with each other under branch and

branch-site models for both HA and NA coding regions and the likelihood ratio values (lnL)

and estimates of parameters returned from different models in the CODEML were used to test

different assumptions. Each pair was first tested by branch test by asking whether model M2

in which the population of interest (foreground branch) allowed to have different ω ratio than

another geographical population (background branch) was a better fit into the data than model

M0 with single ω ratio for both populations. Since branch specific models can detect positive

selection only if the average dN over all sites is higher than the average dS for that lineage,

positive selection acting only on a few sites may not be detected by branch models. Therefore,

branch-site tests were conducted to examine whether positive selection might be occurring at

a subset of sites of one population compared to a different population by comparing model A

with model M1a of site-specific model (test 1) and model A with model A null (test 2), where

model A is the alternate model and model M1a and model A null are null models.

Hemagglutinin (HA) Coding Region

           For any pair-wise comparison of  the USA, Australia, and New Zealand HA coding

sequences, model M2 of branch model did not return ω > 1 for foreground branches and the

p-value of likelihood ratio statistic for comparison with model M0 was greater than 0.05

(Table 11). Therefore, it could be inferred that the branch model that allow two different ω
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ratios for the two populations did not fit into the data better than the model with single ω ratio

for both populations for the HA coding region.

Table 11 Comparative selection pressure analyses of HA coding region
Log-likelihood ratio statistics (LRS), degrees of freedom (df), and p-values (P)

The branch-site tests returned site-classes on the foreground branches with ω > 1 for some

pair-wise comparisons (Table 12). When USA coding sequences were treated as the

foreground branches and compared with Australia coding sequences, model A identified two

site-classes (0.24%) with ω = 12.86 (Table 12). To test the statistical significance, this model

was compared with null models that assume no site-classes with ω > 1. The LRS for model A

comparison with site-specific model M1a (test 1) was 11.1 with P=0.004 and the LRS for

model A comparison with model A null (test 2) was also 11.1 with P=0.009 (Table 11). Since

p-values were less then 0.05 null models were rejected in favor of the alternate models with

strong statistical significance.

Branch test HA       Branch-site test HADatasets
                           Model M0
                               Vs.
                           Model M2
                            (df=1)

M1a
        Vs.
    Model A
      (df=2)

Model A Null
  Vs.

    Model A
      (df=1)

Foreground Background LRS P ω0 ωf ωb LRS P LRS P

USA Australia 0.30 0.58 0.28 0.26 0.29 11.1 0.004 11.1 0.0009

USA New Zealand 0.38 0.54 0.29 0.26 0.29 13.4 0.001 13.4 0.0003

New Zealand USA 0.33 0.33 0.29 0.32 0.25 2.29 0.32 0.41 0.52

New Zealand Australia 0.16 0.68 0.29 0.31 0.28 0.52 0.77 0.48 0.49

Australia New Zealand 0.15 0.68 0.29 0.27 0.30 0.48 0.79 0 1

Australia USA 0.38 0.54 0.28 0.30 0.26 0.14 0.93 0 1
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Table 12 Comparative selection pressure analyses of HA coding sequences
                                   Parameter estimates for branch-site model A
     ωb = ω for background branches, ωf= ω for foreground branches, p=proportion

The significance of test 1 indicates that a subset of sites on the population of interest have a

significantly elevated ω ratio compared to those sites on a different population, which in this

case means either significant positive selection or relaxation of selective constraint in the

USA coding region compared to that of Australia. Since test 2 is the direct test of positive

          Branch-site Model A HAForeground Background

Site-Class p ωb ωf

Positive
Sites for
Foreground
Branches
(BEB)

0 0.7846 0.0664 0.0664
1 0.2130 1.0000 1.0000
2a 0.0019 0.0664 12.859

USA Australia

2b 0.0005 1.0000 12.859

65 G   0.684
236 R 0.847

0 0.8065 0.0882 0.0882
1 0.1912 1.0000 1.0000
2a 0.0019 0.0882 12.336

USA New Zealand

2b 0.0005 1.0000 12.336

65 G   0.696
236 R 0.963

0 0.7904 0.0799 0.0799
1 0.1641 1.0000 1.0000
2a 0.0377 0.0799 1.9019

New Zealand USA

2b 0.0078 1.0000 1.9019

21 G  0.690
49 Q  0.513
204 D 0.541
215 S 0.518
289 P 0.517

0 0.7709 0.0653 0.0652
1 0.2238 1.0000 1.0000
2a 0.0041 0.0653 4.9099

New Zealand Australia

2b 0.0012 1.0000 4.9099

21 G 0.614

0 0.7709 0.0578 0.0578
1 0.2060 1.0000 1.0000
2a 0.0183 0.0578 1.0000

Australia New Zealand

2b 0.0049 1.0000 1.0000

None

0 0.7328 0.0519 0.0519
1 0.2180 1.0000 1.0000
2a 0.0379 0.0519 1.0000

Australia USA

2b 0.0113 1.0000 1.0000

None
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selection, its significance means there is enough evidence for the existence of site-classes with

positive selection pressures within the USA coding region compared to that of Australia.

However, the BEB analysis could not identify any amino acid site that could potentially

belong to positively selected site-classes with greater than 95% posterior probability (highest

only 85% for 236 R Table 12). When USA coding region was tested against New Zealand

coding region, model A identified two site-classes (0.24%) with ω = 12.33 (Table 12). LRS

for test 1 was 13.4 with p-value 0.004 and LRS for test 2 was 13.4 with p-value 0.003 (Table

12). Since the p-values were less than 0.05, null models were rejected in favor the alternate

models and it could be inferred that there is enough evidence for the existence of site-classes

with significant positive selection pressures within the USA HA coding region compared to

the New Zealand HA coding region. BEB analysis identified amino acid site 236 R as belongs

to such positively selected site-classes with 96.2% posterior probability (Table 12).

      For comparative selection pressure analysis of the New Zealand HA coding region, model

A identified site-classes with ω = 1.9 for comparison against the USA HA coding region and

site-classes with ω = 4.9 for that against the Australia HA coding region (Table 12). However,

p-values were greater than 0.05 for both test 1 and test 2 (Table 11).  Thus, there was no

statistically significant evidence to support the assumption that there are site-classes with

positive selection pressures on the New Zealand HA coding region compared to the USA or

Australia HA coding region. BEB analysis could not identify any amino acids site that

belongs to positively selected site-classes with greater than 95% probability (Table 12).

       For the Australia HA coding region, model A could not identify site-classes with ω > 1

for comparisons with either the USA or New Zealand HA coding region (Table 12) and log-

likelihood values for this model were not significantly better than the null models (Table 11).
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Thus, the assumption that there are no positively selected site-classes on the Australia HA

coding region in comparison with either the USA or New Zealand HA coding region could

not be rejected. BEB analysis could not identify any amino acid site that belongs to positively

selected site-classes with greater than 50% posterior probability as expected (Table 12).

Neuraminidase (NA) Coding Region

        Like HA datasets, each of the NA datasets from Australia, New Zealand, and USA was

compared pair-wisely with the each other under branch and branch-site models. For branch

test, p-value for the LRS comparing the models M0 and M2 was greater than 0.05 for each

pair-wise comparison (Table 13). Therefore, allowing different ω ratios for the two

populations did not fit into the data better than single ω ratio for two populations for any pair-

wise comparison of NA coding region.

Table 13 Comparative selection pressure analyses of NA coding region
Log-likelihood ratio statistics (LRS), degrees of freedom (df), and p-values

Branch tests NA             Branch-site NA

Model M0
Vs.

Model M2
(df=1)

M1a
     Vs.
 Model A
   (df=2)

Model A Null
Vs.

Model A
      (df=1)

Foreground Background LRS P ω0 ωf ωb LRS P LRS P

USA Australia 0.66 0.42 0.25 0.23 0.27 0 1 0 1

USA New Zealand 0.27 0.64 0.22 0.20 0.23 0 1 0 1

New Zealand USA 2.0 0.16 0.22 0.32 0.25 0 1 1.00 0.32

New Zealand Australia 0.89 0.35 0.26 0.22 0.28 0 1 0 1

Australia New Zealand 2.15 0.14 0.26 0.32 0.22 1.87 0.39 0 1

Australia USA 0.98 0.32 0.25 0.29 0.23 0.44 0.80 0 1
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For branch-site analyses, model A could not identify site-classes with ω > 1 for any pairs

(Table 14). The p-values for test 1 and test 2 of branch-site model were greater than 0.05 for

all pair-wise comparisons (Table 13). Therefore, the assumptions of the null models that there

are no site-classes with positive selection within the NA coding region of one dataset when

compared to the other could not be rejected. Thus, it was inferred that there was not enough

evidence for differential selective pressures acting within the NA coding region of the USA,

New Zealand, and Australia datasets.

Table 14 Comparative selection pressure analyses of NA coding region
Parameter estimates for branch-site model A

     ωb = ω for background branches, ωf= ω for foreground branches, p=proportion

   Branch-site Model A NAForeground Background
Site-Class p ω b ω f

Positive Sites
For Foreground
Branches (BEB)

0 0.8374 0.1069 0.1069
1 0.1627 1.0000 1.0000
2a 0.0000 0.1069 1.0000

USA Australia

2b 0.0000 1.0000 1.0000

None

0 0.8994 0.1006 0.1006
1 0.1006 1.0000 1.0000
2a 0.0000 0.1213 1.0000

USA New Zealand

2b 0.0000 1.0000 1.0000

None

0 0.8994 0.1213 0.1213
1 0.1006 1.0000 1.0000
2a 0.0000 0.1213 1.0000

New Zealand USA

2b 0.0000 1.0000 1.0000

267 T 0.531

0 0.7908
7

0.0707 0.0707
1 0.2091 1.0000 1.0000
2a 0.0000 0.0707 1.0000

New Zealand Australia

2b 0.0000 1.0000 1.0000

None

0 0.7210 0.0459 0.0459
1 0.1006 1.0000 1.0000
2a 0.0842 0.0459 1.0000

Australia New Zealand

2b 0.0204 1.0000 1.0000

None

0 0.8040 0.0981 0.0981
1 0.1513 1.0000 1.0000
2a 0.0376 0.0981 1.0000

Australia USA

2b 0.0071 1.0000 1.0000

None
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Discussion

RIT Influenza Virus Database

      The RIT Influenza Virus Database has many features that would be useful for researchers

interested in genomic data of influenza viruses. The keyword search feature is helpful to

search for specific viruses more quickly, while the advanced search feature is useful to

identify viruses of interest by narrowing down the search criteria. Display options can be used

to retrieve one or more fields for isolates of interest. One feature unique to this database is the

links to complete genome files in FASTA format and to the NCBI resources such as Genbank,

Trace Archive, and Taxonomy for each influenza A virus isolate in the database. Genbank

link navigates to all available Genbank sequences for a particular isolate while Fasta link

provides complete genome sequences. Taxonomy links to the Taxonomy Browser and Trace

links to the Trace Archive at the NCBI. Thus, in the RIT Influenza Virus Database researchers

could download sequences of one or more segments for virus of interest from the database or

from the links to complete genome sequence files or Genbank for that isolate. XML download

format of metadata is another interesting feature on this database. In addition, metadata can

also be downloaded in Tab-delimited and Excel formats to get information about isolates.

       The main advantage of the database design is the separation of different layers. Since

database creation was separated from data retrieval and display, tables in the database can be

updated without changing the interface. Separation of the interface from the database

increases the security as well. Data integrity is maintained by checking user input values for

SQL injections. The design makes it easy to extend the application for future development as

well. The keyword search feature and the advanced search features for search, display, and

sort are easily visible on the interface of the database. The data retrieved by user query are
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first stored as XML before being transformed into HTML for display. An advantage of this

method is that XML in combination with XSLT make it possible to define the content of the

document separately from its formatting. Therefore, the content could be reused for other

purpose such as for downloading, or for transforming into other formats.

      The main disadvantage of the database schema is the existence of two different tables for

A and B viruses. If the data available at the JCVI website were in one format, a single table

could have been created for both A and B viruses which would have made the coding more

easy. Coding complexity also increased due to data being saved as XML before being

transformed into HTML. Limitations of this database are the lack of protein and coding region

sequences for all isolates, and the non-availability of links to the NCBI resources and to the

complete genome assembly files for influenza B viruses. However, once these data are

available at the JCVI website, it could be added to the database without dramatically changing

the interface.

Selection Pressure Analyses

       Selection pressure analyses have been used to predict emerging influenza virus strains

that could cause epidemics or to look for evidence for positive selection at codon sites that

lead to drug resistance or immunity against host. Although, lots of researches have been

focusing on these areas, little is known about whether influenza viruses are under selective

pressures in response to geographical factors. A common method to examine whether a

protein-coding gene has evolved under different selective pressures is by estimating the ratio

of nonsynonymous and synonymous substitution (omega ω) rates at codon sites. We

employed such analyses within coding regions of human influenza A/H3N2 virus datasets
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from different geographical locations, individually as well as pair-wise, to examine whether

evidence of positive selection exists in those populations, and to identify potential amino acid

sites that are under positive selection if positive selection is detected. Even though tropical

regions show year around influenza activity, enough data was not available from those

countries for analyses. Influenza A/H3N2 virus isolates from USA (mainly New York State),

New Zealand, and Australia collected during the period 2001 to 2005 were used for selection

pressure analyses on HA and NA coding regions. The USA dataset represents temperate

regions of Northern hemisphere and Australia and New Zealand datasets represent that of

Southern hemisphere where winter epidemics of influenza are common.

      When individual HA datasets were tested for potential positive selection pressures acting

within them by comparing three pairs of site-specific models in the CODEML, statistically

significant positive selection was detected in the USA dataset by all three comparisons with p-

value < 0.05. BEB analysis by model M2a detected sites 236(R) and 242(V) as positively

selected with greater than 95% posterior probability while model M8 identified one more site,

245 (R). Even though site 245 (R) is identified only by model M8 its significance cannot be

underestimated because of the statistical significance of the direct test of direct positive

selection (M8a vs. M8). Meanwhile, none of the three tests for selection pressures provided

statistical significant evidence to support positive selection within the Australia or New

Zealand HA datasets. Results of the comparative selection pressures analyses agree with these

results. When the USA HA sequences were treated as the foreground branches and compared

pair-wise with each of the Australia and New Zealand sequences by two branch-site tests,

both test 1 and test 2 returned evidence of differential positive selection in the USA coding

sequences with great statistical significance. BEB analysis of model A identified site 236 R as
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positively selected in the USA coding region compared to that of New Zealand with greater

than 95% posterior probability. It is to be noted that site 236 R was also identified as

positively selected in individual analysis of the USA HA coding region. Even though there

was strong evidence of positive selection in the USA coding region compared to that of

Australia, BEB analysis could not identify any amino acid site as positively selected with

greater than 95% posterior probability. The highest posterior probability was for 236 R (85%).

This can be explained based on the observations of Zhang et al. (2005) on their study to

evaluate the branch-site likelihood method in CODEML for detecting positive selection at the

molecular level. In their simulations, it was not uncommon for the BEB method to not

identify any site as positively selected with greater than 95% posterior probability even

though branch-site tests for positive selection significantly supported positive selection on the

foreground branches. According to the authors, identifying sites under positive selection is a

more difficult task than testing whether such sites exist because information from any single

site with ω > 1 may not be strong enough for the BEB probability to reach high levels. They

suggest that, even if sites with positive selection cannot be inferred, significance of positive

selection acting within the sequences is reliable. Therefore, even if no sites are identified as

positively selected for the USA HA coding region in comparison with Australia, the evidence

of positive selection in the USA coding region compared to that of Australia could be

considered significant. The three sites identified as positively selected by individual dataset

analyses and the one site identified by comparative analyses of the USA HA dataset were not

identified as positively selected with greater than 50% posterior probability for both Australia

and New Zealand datasets either by individual analyses or by comparative analyses. From the

results of our analyses it can be inferred that geographically distinct positive selection
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pressures act within the HA coding region of influenza A/H3N2 viruses from the USA. Even

though amino acid sites 242(V) and 245 (R) were identified as positively selected by

individual analyses of the USA dataset, positive selection was not detected for those sites by

comparative analyses with greater than 50% posterior probability. This may be due to the

smaller number of sequences taken for comparative analyses compared to individual dataset

analyses.

           When individual NA datasets were tested for potential positive selection pressures

acting within them by comparing three pairs of site-specific models, statistically significant

positive selection was detected in the New Zealand dataset by M7 vs. M8 and M8a vs. M8

with P < 0.05 while M1a vs. M2a did not detect positive selection with statistical significance.

One site, 221 K was identified as positively selected with greater than 95% posterior

probability by model M8, but not by model M2a. The comparison M1a vs. M2a could not

detect evidence for positive selection, may be because positive selection was acting on just

one site. Model M2a divides the aligned sequences into 3 site-classes compared to 11 site-

classes in M8 and thus, more codons are placed on the site-class with ω > 1 by model M2a.

When there are multiple sites with ω > 1, the LRT combining information from all such sites

may be able to detect positive selection, while information from any single site with ω > 1

may be masked by the other sites placed on the same site-class (Zhang et al. 2005). Since the

other two tests are significant, it can be inferred that there is enough evidence to support

positive selection acting on the New Zealand NA coding region. For analyses of the USA and

Australia NA datasets individually, all three pairs of site-specific model comparisons were not

statistically significant to support positive selection acting within them. For comparative

analyses of the NA coding region, all pair-wise comparisons between USA, Australia, and



58

New Zealand returned no statistically significant evidence for differential selection pressures

acting between them. Individual dataset analyses indentified site 221 K as positively selected

in the New Zealand NA dataset, but comparative analyses could not identify differential

positive selection at that site. Even though not statistically significant, this site was identified

as positively selected with greater than 50% posterior probability for both USA and Australia

coding regions by individual analyses. This may be one of the reasons that the site was not

identified as differentially selected for New Zealand by comparative selection pressure

analyses. Other reason can be relatively smaller sample size taken for comparative analyses.

From the results of individual and comparative analyses of NA coding region, we can infer

that there is evidence to support existence of positive selection pressures in New Zealand NA

coding region, but chances are that it is a weaker positive selection. However, there was not

enough evidence to support differential positive selection pressures in NA coding region for

any of the three geographical populations.

      Five epitope regions have been identified previously in H3N2 for HA1 domain (Lees et al.

2010). Although early models proposed that a strain has to develop at least one mutation in

each of these five antibody-combining sites for antibody escape, recent focus is on

immunodominant amino acid locations (Lees et al. 2010). Lees et al. (2010) suggests that

locations where selection pressures act and the significance of specific locations that

determine the strength of immune response can change over time. They proposed additional

assignments of amino acid residues to be part of these five epitopes based on computational

analyses. Table 15 lists the previously assigned and proposed sites. Three epitope regions

have been identified previously in H3N2 for N2 domain of NA protein: A (16 residues 383-

387, 389-394, 396, 399, 400, 401, 403), B (6 residues 197-200, 221, 222), C (23 residues 328-
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332, 334, 336, 338, 339, 341-344, 346, 347, 357-359, 366-370) (Munoz & Deem 2004). It has

been shown that single amino acid site change at positions 198, 199, 220, or 221 of NA

protein was sufficient to effectively abolish antibody binding (Gulati et al. 2002).

Table 15 Assignment of amino acid residues of H3N2 HA1 domain to five epitopes

       In our analyses we included whole coding regions, and so, the HA1 domain starts from

the 17th codon position. It is clear from our results that, the sites that are identified as under

positive selection pressures in our analyses are parts of these known or proposed epitopes or

antibody-combining sites. The sites 236[220], 242[226], and 245 [229] of HA protein that are

identified as positively selected are in epitope D and the site 221 of NA protein that is

identified as positively selected is in epitope B. Munoz & Deem (2004) suggests that changes

in the epitopes are favored by natural selection and positive selection at or near epitope

regions allow the viruses to evolve against antibody activity to evade adaptive response of

host immune system. Since point mutations at the amino acid sites in the epitope regions not

Epitope Previously identified residues Proposed additional assignments

A 122, 124, 126, 130–133, 135, 137,
138, 140, 142–146, 150, 152, 168 (n =
19)

71–72, 98, 127, 141, 148–149, 151, 255 (n
= 28)

B 128, 129, 155–160, 163–165, 186–
190, 192–194, 196–198 (n = 22)

161–162, 199 (n = 25)

C 44–48, 50, 51, 53, 54, 273, 275, 276,
278–280, 294, 297, 299, 300, 304,
305, 307–312 (n = 27)

41–43, 49, 52, 55, 271–272, 274, 282,
284–285, 287–293, 295–296, 298, 301–
303, 313–314 (n = 54)

D 96, 102, 103, 117, 121, 167, 170–177,
179, 182, 201, 203, 207–209, 212–
219, 226–230, 238, 240, 242, 244,
246–248 (n = 41)

95, 97, 99–101, 104–105, 107, 118, 120,
166, 169, 178, 180, 183–184, 200, 204–
206, 210–211, 220–225, 231–236, 239,
243, 245, 257–258 (n = 80)

E 57, 59, 62, 63, 67, 75, 78, 80–83, 86–
88, 91, 92, 94, 109, 260–262, 265 (n =
22)

56, 58, 60, 64–65, 68–70, 73–74, 76–77,
79, 84–85, 89–90, 93, 110–115, 119, 259,
263–264, 267–270 (n = 54)
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recognized by antibodies circulating in the existing population, these changes can reduce the

immune response considerably (Munoz & Deem 2004).

      The importance of our study is that the positive selection at epitope regions is evident

only in distinct geographical populations, USA for HA coding region and New Zealand for

NA coding region. Our results do not agree with the results of phylogenetic analyses by

Nelson et al. in (2006, 2007) and Rambaut et al. (2008) that influenza viruses do not regularly

evolve in geographic isolation, instead evolution is influenced by frequent cross-hemisphere

migration or evolution within and migration from the tropical source population. If viruses

evolved elsewhere and migrated to these temperate regions instead of undergoing local

adaptive evolution, influenza viruses from both hemispheres should have shown evidence for

similar selection pressures or no selection pressures at all on individual analyses, and no

evidence for differential positive selection pressures on comparative analyses. Instead, only

viruses from the USA returned strong evidence for positive selection as well as differential

positive selection for HA coding region and only isolates from New Zealand showed evidence

of positive selection, though weak, for NA coding region. From the results of our analyses, we

speculate that even though there may be adaptive evolution due to migration, geographically

distinct human influenza A/H3N2 viruses still undergo adaptive evolution in response to

factors that are local, to evade existing immunity in the host population through mutations in

the antibody-combining sites. To capture these intrinsic processes happening at molecular

level phylogenetic analysis alone may not be sufficient, but need codon level analysis.
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Conclusion

     The RIT Influenza Virus Database is a web-based program for researchers to query for

influenza A and B virus isolates of interest to obtain complete genome sequences for both A

and B viruses from the database or from the corresponding resources in Genbank for

influenza A virus isolates. In addition, metadata of the isolates can be easily viewed and

downloaded in different format from this resource.

     Analyses of positive selection pressures acting on geographically distinct human influenza

A/H3N2 virus isolates, by estimating nonsynonymous/synonymous substitution rate ratio at

codon sites using codon-based maximum likelihood methods, have returned evidence of

strong positive selection as well as differential positive selection acting within hemagglutinin

(HA) coding regions of isolates from the USA and evidence of weak positive selection acting

within neuraminidase (NA) coding region of isolates from New Zealand, at epitope regions.

From the results, we can speculate that even though there is adaptive evolution due to global

migration, geographically distinct human influenza A/H3N2 virus populations still undergo

adaptive evolution in response to local factors through mutations in antibody-combining sites

to evade existing immunity in the host population. Further research is needed to confirm our

findings.
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