
3.3 Demonstration andEvaluation of ProposedOptimal Power

Flow (OPF) Method

3.3.1 Introduction

This section demonstrates the OPF algorithm by testing a six-bus system described in [76].

We will begin by implementing the OPF algorithm using both a Matlab nonlinear pro-

gramming solver and using the special solver CVX which is a Matlab software for solving

a complex convex optimization problems; files required for this case study can be found

in [77] and [78]. The computer specification for running this algorithm is a Lenovo Intel

Core i5 DDR3 SDRAM (2410M Cache, 2.30 GHz) with 8GB memory.

3.3.2 System Description

The Six-bus system is illustrated in Fig.5.3 [76]. The unit data for this system are given by

Table. (3.1)

Figure 3.3: 6-bus of Power System.

37



BUS Cost Func-
tion

V−n V+n Pg−
n Pg+

n Pd
n

1 5 350 450 0 10,000 0
2 7 350 450 0 10,000 0
3 0 350 450 0 10,000 10,000
4 0 350 450 0 10,000 6,000
5 0 350 450 0 10,000 0
6 0 350 450 0 10,000 0

Table 3.1: DC Microgrid Parameters.

The conductances between each bus are shown in table.3.2.

From
BUS

To BUS Conductances

1 5 0.5
5 3 0.02
3 4 0.02
4 6 0.02
6 2 0.5
6 5 0.02

Table 3.2: Conductances Between Lines

In this test system, there are two power loads (Pd
n ) and two generators dispatched. The

power loads (Pd
3 and Pd

4 ) at bus 3 and 4 are set to be 10 KWh and 6 KWh, respectively. The

cost function values are also set to Pg
1 = 5 $/MWh and Pg

2 = 7 $/MWh. At each bus, the

power variables are bounded to between 0 and 10 KWh and the voltage constraints are set

between 350 V and 450 V.
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3.3.3 Solution to Nonlinear OPF

Based on the system described in the previous subsection, the general OPF problem is as

follows:

min
X

f = [5Pg
1 + 7Pg

2 ] (3.13)

XT :=
[
Pg

1 Pg
2 V1 V2 V3 V4 V5 V6

]

subj. to (3.14)

P1 = Pg
1 − Pd

1 = V1(V1 − V5)y15 (3.15)

P2 = Pg
2 − Pd

2 = V2(V2 − V6)y26 (3.16)

P3 = Pg
3 − Pd

3 = V3(V3 − V4)y34 + V3(V3 − V5)y35 (3.17)

P4 = Pg
4 − Pd

4 = V4(V4 − V3)y43 + V4(V4 − V6)y46 (3.18)

P5 = Pg

5 − Pd
5 = V5(V5 − V1)y51 + V5(V5 − V3)y53 + V5(V5 − V6)y56 (3.19)

P6 = Pg

6 − Pd
6 = V6(V6 − V2)y62 + V6(V6 − V4)y64 + V6(V6 − V5)y65 (3.20)

[Pg
n, Pd

n , Vn] =



0 ≤ Pg
1 ≤ 10K

0 ≤ Pg
2 ≤ 10K

350 ≤ V[1,..,6] ≤ 450

Vre f
1re f = 380

Pd
3 = 10K

Pd
4 = 6K
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Where V[1,..,6] represents the voltages at each bus.

3.3.3.1 Solution Report and Analysis

In this example, the optimal cost is 9, 5615$/hour .The final result is shown by

Bus Pg
n Vn

1 10,000 380
2 6,5164 375.48
3 0 366.36
4 0 366.42
5 0 366.84
6 0 366.80

Table 3.3: Matlab-Nonlinear programming solver Result

The solver takes 10 iterations to reach the minimum cost of the system with 1.123837 sec-

ond of total CPU time.

3.3.4 Solution to Convex Relaxation of OPF

Using the convex relaxation technique, we can obtain the following problem:

min
X

f = [5Pg
1 + 7Pg

2 ] (3.21)

XT :=
[
Pg

1 Pg
2 v1 v2 v3 v4 v5 v6 Unj

]
, ∀n ∼ j
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subj. to (3.22)

P1 = Pg
1 − Pd

1 = (v1 −U15)y15 (3.23)

P2 = Pg
2 − Pd

2 = (v2 −U26)y26 (3.24)

P3 = Pg
3 − Pd

3 = (v3 −U34)y34 + (v3 −U35)y35 (3.25)

P4 = Pg
4 − Pd

4 = (v4 −U43)y43 + (v4 −U46)y46 (3.26)

P5 = Pg

5 − Pd
5 = (v5 −U53)y53 + (v5 −U51)y51 + (v5 −U56)y56 (3.27)

P6 = Pg

6 − Pd
6 = (v6 −U64)y64 + (v6 −U5)y65 + (v6 −U62)y62 (3.28)

[Pg
n, Pd

n , Vn] =



0 ≤ Pg
1 ≤ 10K

0 ≤ Pg
2 ≤ 10K

350 ≤ V[1,..,6] ≤ 450

Vre f
1re f = 380

Pd
3 = 10K

Pd
4 = 6K

Where v[1,..,6] represents the voltage square at each bus.

Therefore, the Mnj in OPF can be formulated as follows: In the relaxation step, the rank

constraint Rank(Mnj) is eliminated, but a positive semidefinite constraint Mnj � 0 needs

to be kept. We refer to this relaxation as SDP hereafter.

R :=


Mnj

. . .

Mnj


� 0 ∀i ∼ j (3.29)
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3.3.4.1 Solution Report and Analysis

In this example, the optimal cost is 95244.5$/hour .The final result is shown by

No. Pg
n vn Vn=

√
vn Mnj=

√
V2

nj

1 10,000 14440 380 13940
2 6,5164 14980 374.48 13773
3 0 13422 366.42 13424
4 0 13426 366.42 13439
5 0 13457 366.84 13440
6 0 13454 366.80 13456

Table 3.4: CVX Result

By (2.30), (2.31), and (3.29) the matrix of R can be obtained as follows:

R :=




v1 U15

U51 v5

 
v2 U26

U62 v6

 
v3 U34

U43 v4

 
v4 U46

U64 v6

 
v5 U53

U35 v3

 
v6 U65

U56 v5





� 0

(3.30)

The solver takes 22 iterations to reach the minimum cost of the system with 2.51 second
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of total CPU time, 0.11 second per iteration.

3.3.5 Result Summary

This chapter presented the OPF solution of six-bus system via the linear power system

model. The results showed that the CVX solver is more effective and accurate than non-

linear programming for large-scale system. Moreover, the minimum solution satisfied

constraints. Nevertheless, the final cost using the Matlab nonlinear programming solver

was 9, 5615$/hour , which was very close to the final cost using the CVX solver.
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4 | Optimal Power FlowwithEnergyStorage

4.1 Notation

In this chapter, we first review the notation. A Graph G:={N, E} contains a setN of nodes

and a set E of edges. Each line connects an ordered pair (n, j) of buses. If two buses n and j

are connected by a tie line directly, we denote (n, j) ∈ E by n ∼ j. For each bus n ∈ N, Vn(κ)

represents its voltage. At each line let ynj represents the conductance between bus n ∼ j

from n to j. For each bus n ∈ N, let Pg
n (κ) denotes the generation, Pd

n (κ) its load demand at

time κ and bn(κ) the value of the energy storage at time κ. The energy storage elements a

modeled by the difference equation (4.1). It can therefore be considered as the following

collection of discrete linear time-varyingmodels (one for each τ = {1, ..., (M)}), whose state

at time κ (going backward in time) is κ ∈ τ. It also can be assumed that Ts represents the

time step of the time series. Moreover, rn(κ) represents the value of the power at time (κ)

where it charges when rn(κ) has a negative value; r−n < 0. Otherwise it discharges when

rn(κ) has a positive value; r+n ≥ 0. In addition, B−n and B+n represent the minimum and

maximum value of the energy storage, respectively.
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4.2 The Optimal Power Flow with Energy Storage

An OPF problem optimizes both variables V and P over the feasible solutions of the bus

injection model in (3.4). Additionally, all voltage magnitudes must satisfy (3.11) where

the lower and upper bounds are represented by V−n and V+n . The lower bound of voltage

magnitude is assumed to be greater than zero to avoid triviality in the system. The power

injection is also bounded as shown in (3.10), similar to the case of the voltage magnitudes,

where P−n and P+n are given bounds on the injections at bus n. We now formulate an

OPF with energy storage and time-varying generation costs and demands. As mentioned

previously, bn(κ) represents the value of the energy storage at time κ at bus n. The amount

of the energy storage is modeled to follow the first order difference equation.

bn(κ + 1) = bn(κ) + αnrn(κ), ∀n ∈ N, κ ∈ τ (4.1)

where αn denotes the time interval [κ, κ+1]. Assuming the initial energy stored is bn(0) ≥ 0

at each bus n ∈ N

0 ≤ B−n ≤ bn(κ) ≤ B+n , ∀n ∈ N, κ ∈ τ (4.2)

where B−n and B+n represent the minimum and maximum value of the energy storage at

bus n, respectively. Moreover, the charge rate of the battery are bounded by:

r−n ≤ rn(κ) ≤ r+n , ∀n ∈ N, κ ∈ τ (4.3)

where κ=1, ..., (τ+ 1). The power flow constraint at each bus n ∈ N and time κ ∈ τ are thus:

Pg
n (κ) − Pd

n (κ) − rn(κ) =
n∈N∑
j:n∼ j

(
vn(κ) −Unj(κ)

)
Ynj, ∀n ∈ N, κ ∈ τ (4.4)

where Pg
n (κ) represents the generation at bus n at time κ and Pd

n (κ) represents its load.
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Thus, OPF problem with energy storage in DC microgrid can be formulated as follows:

min
Pg
n (κ),Vn(κ),bn(κ),rn(κ)

∑
n∈N

{ M∑
κ=1

fn(Pg
n (κ)) + hκn(bn(τ))

}
, ∀n ∈ N, κ ∈ τ (4.5)

subj. to (4.6)

V−n ≤ Vn(κ) ≤ V+n , ∀n ∈ N, κ ∈ τ (4.7)

Pg−
n ≤ Pg

n (κ) ≤ Pg+
n , ∀n ∈ N, κ ∈ τ (4.8)

r−n ≤ rn(κ) ≤ r+n , ∀n ∈ N, κ ∈ τ (4.9)

b−n ≤ bn(κ) ≤ b+n , ∀n ∈ N, κ ∈ τ (4.10)

bn(κ + 1) = bn(κ) + αnrn(κ), ∀n ∈ N, κ ∈ τ (4.11)

Pg
n (κ) − Pd

n (κ) − rn(κ) =
n∈N∑
j:n∼ j

(
V2

n (κ) − Vn(κ)Vj(κ)
)
ynj, ∀n ∈ N, κ ∈ τ (4.12)

• The Initial Condition (I.C) of bn at κ = 0

bn(0) = µc, ∀n ∈ N (4.13)

• The Voltage Reference at bus nre f

Vre f
nre f (κ) = V0 (4.14)
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Now, we present the convex formulation of the OPF problem with energy storage:

min
Pg
n (κ),vn(κ),bn(κ),rn(κ),Un(κ)

∑
n∈N

{ M∑
κ=1

fn(Pg
n (κ)) + hκn(bn(τ))

}
, ∀n ∈ N, κ ∈ τ (4.15)

subj. to (4.16)

v−n ≤ vn(κ) ≤ v+n , ∀n ∈ N, κ ∈ τ (4.17)

Pg−
n ≤ Pg

n (κ) ≤ Pg+
n , ∀n ∈ N, κ ∈ τ (4.18)

r−n ≤ rn(κ) ≤ r+n , ∀n ∈ N, κ ∈ τ (4.19)

B−n ≤ bn(κ) ≤ B+n , ∀n ∈ N, κ ∈ τ (4.20)

bn(κ + 1) = bn(κ) + αnrn(κ), ∀n ∈ N, κ ∈ τ (4.21)

Pg
n (κ) − Pd

n (κ) − rn(κ) =
n∈N∑
j:n∼ j

(
vn(κ) −Unj(κ)

)
Ynj, ∀n ∈ N, κ ∈ τ (4.22)

Mnj =


vn Unj

U jn v j

 � 0, ∀n ∼ j (4.23)

Rank(Mnj) = 1 (4.24)

where vn:=V2
n and Unj :=VnVj ∀n ∼ j.

Since (4.24) is a non-convex constraint, it must be relaxed to arrive at the convex formula-

tion. Also, fn has to be a convex function.

• The Initial Condition (I.C) of bn at κ = 0

bn(0) = µc, ∀n ∈ N (4.25)

• The Voltage Reference at bus nre f

Vre f
nre f (κ) = V0 (4.26)
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Equation (4.1) is often written in term of the State-of-Charge, SOCn(κ) := bn(κ)
Etot

, where Etot

is the total energy. Hence it is equivalent to

SOCn(κ + 1) = SOCn(κ) + αnrn(κ), ∀n ∈ N, κ ∈ τ (4.27)

where, αn is Ts
Etot

. With respect to SOC inequalities (4.20) became

SOC−n ≤ SOCn(κ) ≤ SOC+n , ∀n ∈ N, κ ∈ τ (4.28)

where

• fn(Pg
n ) is a convex cost function, which represents generation.

• hκn(bn(τ)) represents the terminal cost.

4.2.1 Optimal Power Flow with Line Constraints

It is also possible to limit the current going through any line n ∼ j. Let Inj be a threshold

of the current flow through n ∼ j, then the line constraint can be formulated as:

(vn −Unj −U jn + v j)y2
nj ≤ I2

nj (4.29)

which in terms of original voltage variables is:

(Vn − Vj)2y2
nj ≤ I2

nj (4.30)
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Adding (4.29) to the constraints of the OPF problem leads to :

min
Pg
n (κ),vn(κ),SOCn(κ),rn(κ),Un(κ)

M∑
κ=1

{ ∑
n∈N

fn(Pg
n (κ)) + hκn(bn(τ))

}
, ∀n ∈ N, κ ∈ τ (4.31)

subj. to (4.32)

v−n ≤ vn(κ) ≤ v+n , ∀n ∈ N, κ ∈ τ (4.33)

Pg−
n ≤ Pg

n (κ) ≤ Pg+
n , ∀n ∈ N, κ ∈ τ (4.34)

r−n ≤ rn(κ) ≤ r+n , ∀n ∈ N, κ ∈ τ (4.35)

B−n ≤ SOCn(κ) ≤ B+n , ∀n ∈ N, κ ∈ τ (4.36)

SOCn(κ + 1) = SOCn(κ) + αnrn(κ), ∀n ∈ N, κ ∈ τ (4.37)

Pg
n (κ) − Pd

n (κ) − rn(κ) =
n∈N∑
j:n∼ j

(
vn(κ) −Unj(κ)

)
Ynj, ∀n ∈ N, κ ∈ τ (4.38)(

vn(κ) −Unj(κ)
)
Ynj ≤ Pnj (4.39)(

v j(κ) −U jn(κ)
)
Yjn ≤ Pjn (4.40)

Mnj =


vn Unj

U jn v j

 � 0, ∀n ∼ j (4.41)

One way to keep some of the theoretical ensures is to force the line constraints in terms of

power flows alternatively. In specific, |Inj | ≤ Înj is equivalent to |Pnj | ≤ Vn Înj . Assuming

that Vn is near to its nominal value, then |Pnj | ≤ Vn Înj can be proximated by |Pnj | ≤ P̂nj for

some P̂nj ∈ R. Hence, the final formulation of the line constraints can be written as (4.39)

and (4.41).

(For detailed proofs, see Theor em − 7 in [20]).

49



4.2.2 Modeling the Energy Storage

Assuming that bus n can have at most one battery for energy storage, we denote SOCn

the charge of the battery at bus n. For simplicity, batteries were modeled as discrete-time

integrators:

SOCn(κ + 1) = SOCn(κ) + αnrn(κ), SOCn(0) given (4.42)

where αn [h/KW] is the event sampling and rn(κ) the rate of charge. In the rest of this

section, we will show how to express the dynamic equations imposed by the battery as

algebraic linear equations suitable for inclusion in a non dynamic optimization problem.

Consider a causal linear, time-invariant, discrete-time system with the state-space equa-

tions

x(κ + 1) = Ax(κ) + Bu(κ), x(0) = xo (4.43)

y(κ) = Cx(κ) + Du(κ)

where x is the state vector and u the input vector.

The general expression for the solution of the state-space equations is

x(κ) = Aκxo +

κ−1∑
m=0

A(τ−1)−mBu(m), κ ≥ 0 (4.44)

In the context of OPF problems, τ is the index of the planning epoch. Suppose that the

problem involves (M) epochs, starting at M = 1. Then (4.44) can be written in matrix form
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as:

x(M) − AM xo =
[
AM−1B · · · AB B

]


u(0)

u(1)
...

u(M − 1)


Collecting all the states at each epoch in a vector, we obtain the following linear algebraic

equation:



x(1)

x(2)
...

...

x(M)


−



A

A2

...

...

AM


xo =



B 0 · · · · · · 0

AB B . . . 0
. . .

. . .
. . .

...

AM−2B . . . B 0

AM−1B AM−2B · · · AB B





u(0)

u(1)
...

...

u(M − 1)


For the particular model of the battery in (4.42) the above equations reduce to



SOCn(1)

SOCn(2)
...

...

SOCn(M)


−



1

1
...

...

1


SOCn(0) =



αn 0 · · · · · · 0
...

. . .
. . . 0

...
. . .

. . .
...

...
. . . 0

αn · · · · · · · · · αn





rn(0)

rn(1)
...

...

rn(M − 1)


(4.45)
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5 | Demonstration andEvaluation of Pro-

posedOPFMethodwithEnergy Storage

5.1 Introduction

This section demonstrates the DC-OPF problem with energy storage by testing a six-bus

system [76]. This problem is a nonconvex optimization problem whose objective function

has discontinuous first order derivatives that we solved through a special CVX solver and

ran on a Lenovo Intel Core i5 DDR3 SDRAM (2410MCache, 2.30 GHz) with 8GBmemory.

5.2 CASE STUDIES

5.2.1 Test Case of DCMicrogrid System

The first test case considers DCmicrogrid system, with two separate power sources— the

DC network and a battery device — directly connected to the microgrid through a bus.

The battery device is added to the grid to provide sufficient power to the loads, in case of

the local power is not enough or if a generator fails.
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5.2.2 Scenario-I, Parameters and Results

The microgrid, is a system of six buses shown in Fig. 5.1. The network consists of two

power generators at buses 1 and 2, two loads at buses 3 and 4, four link buses (i.e., without

generation nor load) and eight transmission lines. An energy storage unit has added to

bus 6. Since the full life of a battery device is directly related to the number of charging and

discharging cycles, there is a cost associatedwith it a per charge cycle [79]. The parameters

and the boundary conditions associated with the power generators, the SOC, and the bus

reference are given in Table. 5.1 and the power loads at different operational times are

given in Appendix − I Table. 7.1. The line constraints are given in Table. 5.2. The costs of

power purchased from the generators are set to Pg
1 = 5$/MWh and Pg

2 = 7$/MWh. The

voltage magnitude bounds for all buses are set between 350 V and 450 V, and the voltage

magnitude at the first bus defined as a reference bus, Vre f
1 , is 380 V.

BUS V−n V+n Pg−
n Pg+

n Vre f
nre f SOC−n SOC+n r−n r+n

1 - - 0 10K 380 - - - -
2 350 450 0 10K - - - - -
3 350 450 - - - - - - -
4 350 450 - - - - - - -
5 350 450 - - - - - - -
6 350 450 - - - 0.2 0.8 -7K 7K

Table 5.1: The bound constraints.

BUS ∆Vnj(κ)− ∆Vnj(κ)+
3 To 4 -2K 2K
4 To 3 -2K 2K
5 To 6 -2K 2K
6 To 5 -2K 2K

Table 5.2: The power capacity constraints.

In this scenario, the transmission lines between buses 5 and 6 and between buses 3 and 4

are bounded. The storage battery is bounded by a capacity SOCn(κ)− and SOCn(κ)+with a
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charge or discharge rate (discussed earlier) as rn(κ)−and rn(κ)+. The initial condition of the

storage battery was chosen to be 0.7 KWh. A total of 20 KWh of energy was proposed as

well as the sampling time of one hour, and the simulations were performed over one day.

The simulation results illustrate the advantages of including an energy storage under low

and high demand circumstances. During low demand, the energy is stored in the storage

unit and then released when the load is high, smoothing the total power injected into the

grid.

5.2.3 Demonstration of Scenario-I

The system in Fig. 5.1 includes a storage device at bus 6.

Figure 5.1: Scenario I: A power system with energy storage at bus six.
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The following description as mentioning earlier: power generations are represented by

Pg
n , storage power is rn(κ), and the event sampling is αn. The battery is modeled by its

minimum and themaximumvalue of the energy storage rn(κ)− and rn(κ)+, and the battery

State of Charge SOCn, in the range 0.2 and 0.8. This represents energy in this problem.

min
Pg
n (κ),vn(κ),SOCn(κ),rn(κ),Un(κ)

24∑
κ=1

∑
n∈6

fn(5Pg
1 (κ) + 7Pg

2 (κ)) (5.1)

subj. to (5.2)

380 ≤ vn(κ) ≤ 450, ∀n ∈ 6, κ ∈ τ (5.3)

0 ≤ Pg
1 (κ) ≤ 10K, κ ∈ τ (5.4)

0 ≤ Pg
2 (κ) ≤ 10K, κ ∈ τ (5.5)

−7K ≤ r6(κ) ≤ 7K, κ ∈ τ (5.6)

0.2 ≤ SOC6(κ) ≤ 0.8, κ ∈ τ (5.7)

SOC6(κ + 1) = SOC6(κ) + α6r6(κ), κ ∈ τ (5.8)

Pg

[1,2](κ) − Pd
[3,4](κ) − r6(κ) =

n∈6∑
j:n∼ j

{
vn(κ) −Unj(κ)

}
Ynj, ∀n ∈ 6, κ ∈ τ (5.9)

−2K ≤
{
vn(κ) −Unj(κ)

}
Ynj ≤ 2K (5.10)

−2K ≤
{
v j(κ) −U jn(κ)

}
Yjn ≤ 2K (5.11)

R :=


Mnj

. . .

M jn


� 0, ∀n ∼ j (5.12)

• The Initial Condition (I.C) of SOC6 at κ = 0

SOC6(0) = 0.7 (5.13)
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• The Voltage Reference at bus nre f

Vre f
nre f (κ) = 380 (5.14)

The problemwas solved numerically usingCV X . The results are summarized in Table. 5.3.

Optimal value 505927
Computation Time (s) 0.12

Table 5.3: The result of Scenario-I.

It was verified, a posteriory, that the rank one conditions on Mnj, ∀ n ∼ j were satisfied.

Hence the optimal value of the cost reported in the table is also global optimum for the

original OPF. The numerical values of power injections and nodal voltages are listed in

Appendix-I, Tables. 7.2 and 7.3.
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5.2.4 System Load Data

The total power load of the DCmicrogrid for each hour is shown in Fig. 5.2. This includes

the power loads at buses 3 and 4. The power load at bus 3 is constant during the opera-

tional time. However, the power load at bus 4 is unsteady with the average hourly power

load of around 7.5 KWh.

Figure 5.2: The actual power loads
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5.2.5 System Generation Data

The power generator schedule for the 24 hours is given in Fig. 5.3, which illustrates that all

generators during the operational time arewithin the bounds and satisfied the constraints.

Figure 5.3: The generator schedule

In Fig. 5.4, it can been seen that the battery schedule satisfied the constraints and bounds

during the operations. Moreover, battery charging and discharging happen during the

production times as can be seen by noting the graphs. The energy stored in the battery

is charging during 1 to 6, 11 to 16, and between 23 to 24. It is also discharging during 7

to 10 and between 17 to 22. The stored power is utilized to feed nearby loads and avoid

losses and the high cost on the system if faraway the DC generations are used to feed these

loads. Since the battery is not needed to hold any further power at the end of 25 hours, it
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is economically beneficial to discharge all the battery energy so the net battery energy is

0. The total optimal cost for supplying the load is given in Table. 5.3.

Figure 5.4: The battery schedule

A list of the standby power battery values are given inAppendix-I, Table. 7.3. These values

are required at each hour to support the system by providing energy necessary for the

loads.

5.2.6 State-of-Charge (SOC)

AdynamicOPF problem has been solved due to the dynamics of the state-of-charge (SOC)

of the battery. As shown in Fig. 5.5, it can be seen experimentally when the battery is ei-

ther charged fully SOC = 100% or discharged to SOC = 0%.
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Figure 5.5: The State-of-charge schedule
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5.2.7 Parameters and Results of Scenario-II

In this scenario, the OPF formulation with energy storage dynamics are applied to ex-

amine the reliability and stability of the system. The DC microgrid is, shown in Fig. 5.6.

Presently the network consists of two power generators at buses 1 and 2, two loads at

buses 3 and 4, and four link buses (i.e., without including generation nor load) and eight

transmission lines. Furthermore, two energy storage units have been applied in the net-

work at buses 5 and 6. The main aim of including a battery device in this system is to

increase system security by acting as a standby when required. The parameters and the

constraints in the system associatedwith the power generators, the SOC, and the bus refer-

ence are shown in Table. 5.4, and the power loads at different operational time are given in

Appendix-II Table. 7.4. Moreover, the line constraints have been considered in this case as

shown in Table. 5.5. The costs of power purchased to the main grid throughout the oper-

ation are also set to Pg
1 = 5$/MWh and Pg

2 = 7$/MWh. The voltage magnitude Vn bounds

for all buses are set between 350 and 450 per units (p.u.) and the voltage magnitude at

first bus is defined as a reference bus, Vre f
nre f =380V .

BUS V−n V+n Pg−
n Pg+

n Vre f
nre f SOC−n SOC+n r−n r+n

1 - - 0 10K 380 - - - -
2 350 450 0 10K - - - - -
3 350 450 - - - - - - -
4 350 450 - - - - - - -
5 350 450 - - - 0.2 0.8 -7K 7K
6 350 450 - - - 0.2 0.8 -7K 7K

Table 5.4: The Bound Constraints.

BUS ∆Vnj(κ)− ∆Vnj(κ)+
3 To 4 -2K 2K
4 To 3 -2K 2K
5 To 6 -2K 2K
6 To 5 -2K 2K

Table 5.5: The power capacity constraints
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In this scenario, the transmission lines between buses 5 and 6 and between buses 3 and 4

are bounded. The storage battery is bounded by a capacity SOCn(κ)− and SOCn(κ)+ with

a charge or discharge rate (discussed earlier) as rn(κ)−and rn(κ)+. The initial condition of

the storage battery was chosen to be 0.7 KWh. A total of 20 KWh of energy was proposed

as well as the sampling time of one hour, and the simulations were performed over one

day. The simulation results illustrate the advantages of including energy storage devices

under low and high demand circumstances.

5.2.8 Demonstration of Scenario-II

The system is illustrated in Fig. 5.6 and includes two storage devices at buses 5 and 6. Dur-

ing the power production, the energy is stored in the battery and released when the rn(κ),

value of the power at time (κ), is rn(κ)+ ≥ 0 and rn(κ)− ≤ 0, respectively.
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Figure 5.6: Scenario II: A power system with two energy storages.

The following illustration as given earlier: power generations are described by Pg
n , stor-

age power is rn(κ), and the event sampling is αn. The battery is modeled by its minimum

and the maximum values of the energy storage rn(κ)− and rn(κ)+, and the battery state-of-

charge SOCn, in the range 0.2 and 0.8, this describes energy in this problem.
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The optimization problem for this case is:

min
Pg
n (κ),vn(κ),SOCn(κ),rn(κ),Un(κ)

24∑
κ=1

(
5Pg

1 (κ) + 7Pg
2 (κ)

)
(5.15)

subj. to (5.16)

380 ≤ vn(κ) ≤ 450, ∀n ∈ 6, κ ∈ τ (5.17)

0 ≤ Pg
1 (κ) ≤ 10K, κ ∈ τ (5.18)

0 ≤ Pg
2 (κ) ≤ 10K, κ ∈ τ (5.19)

−7K ≤ r[5,6](κ) ≤ 7K, κ ∈ τ (5.20)

0.2 ≤ SOC[5,6](κ) ≤ 0.8, κ ∈ τ (5.21)

SOC[5,6](κ + 1) = SOC[5,6](κ) + α[5,6]r[5,6](κ), κ ∈ τ(5.22)

Pg

[1,2](κ) − Pd
[3,4](κ) − r[5,6](κ) =

n∈6∑
j:n∼ j

{
vn(κ) −Unj(κ)

}
Ynj, ∀n ∈ 6, κ ∈ τ (5.23)

−2K ≤
{
vn(κ) −Unj(κ)

}
Ynj ≤ 2K (5.24)

−2K ≤
{
v j(κ) −U jn(κ)

}
Yjn ≤ 2K (5.25)

R :=


Mnj

. . .

M jn


� 0, ∀n ∼ j (5.26)

• The Initial Condition (I.C) of SOC[5,6] at κ = 0

SOC[5,6](0) = 0.7 (5.27)

• The Voltage Reference at bus nre f

Vre f
1re f (κ) = 380 (5.28)
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The optimal value of the cost and the running time are shown in Table. 5.6.

Optimal value 1.62046e+06
Computation Time (s) 2.88

Table 5.6: The result of Scenario-II.

The numerical values of power injections and nodal voltages are listed in Appendix-II,

Tables 7.5 and 7.6.
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5.2.9 System Load Data

Similarly to the previous scenario, the total power load of the DC micro-grids for each

hour is shown in Fig. 5.11. This includes the power loads at buses 3 and 4. The power

load at bus 3 is constant during the operational time. However, the power load at bus 4 is

unsteady with the average hourly power load of around 7.5 kWh.

Figure 5.7: The actual power loads
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5.2.10 System Generation Data

The power generators schedule for 24 hours is given in Fig. 5.8. In this figure, it can been

seen that all generators during the operational time are within the bounds and satisfied

the constraints.

Figure 5.8: The generator schedule

In Fig. 5.9, it can be seen that the battery schedule satisfied the constraints and bounds

during the operations. Furthermore, battery charging and discharging happen during the

production times as can be seen by noting the graphs. The energy stored in the battery at

bus 5 is charging during 1 to 6, 8 to 10, 17 to 18, and between 22 to 23. It is also discharging

during at 7, 11 to 16, 18 to 21, and at 24. On the other hand, when the energy at bus

5 is stored in the battery, the battery at bus 6 is discharged from energy. In bus 6 the

battery starts to store at the beginning of the operation until hour 7, then it discharges
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from hours 8 to 12, then back to restore the battery between 13 and 17, and next the battery

discharges during 18 to 22. The stored powers are utilized to feed nearby the loads and

avoid losses and the high cost on the system if faraway DC generations feed these loads.

Since the battery is not needed to hold any further power at the end of 25 hours, it is

economically beneficial to discharge all the battery energy so the net battery energy is 0.

The total optimal cost for supplying the load is given in Table. 5.6.

Figure 5.9: The battery schedule

A list of the standby of power battery values are given in Table. 7.6.
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5.2.11 State-of-Charge (SOC)

AdynamicOPF problem has been solved due to the dynamics of the state-of-charge (SOC)

of the battery. As shown in Fig. 5.10, it can be seen experimentally when the battery is

either charged fully SOC = 100% or discharged to SOC = 0%.

Figure 5.10: The State-of-charge schedule
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5.2.12 Analysis of Results

As it can be seen from above scenarios the SOCP is is exact, i.e. Rank(Mn j) = 1 holds,

∀n ∼ j and hence the solution found is also a global solution of the original OPF. The scale

of the problems solved in this work is small. In practice multi-bus DC systems may inte-

grate a large number of buses. The results of computation time suggests that the proposed

method may not be suitable to very large scale systems.

Therefore, following flowchart summarizes the SOPC relaxation approach used to solve

the OPF problem.

Figure 5.11: The flowchart of the convexification process

The solution of the SOCP includes a set of 2 × 2 positive semidefinite matrices Mnj, ∀ n j.

Hence it is necessary to check the rank constraint a posteriory. If it is satisfied then the

optimal solution is the global solution of the original OPF problem. If it is not satisfied

then, in general, nothing can be said [12].

70



6 | Conclusion and Future Work

6.1 Conclusions

In this work, we formulated an optimal power flow (OPF) problem with dynamic energy

storage as a static optimization problem. This results in a nonlinear programming prob-

lem. This problemwas transformed to a problemwith constraints over the cone of positive

semidefinitematrices and required the introduction of a rank suitable constraint. The rank

constraint was ignored resulting in am SOPC problem which can be solved numerically

as using SDP solvers. This approach was tested in various scenarios. One with a single

energy storage and another with more energy storage devices.

Analysis of the numerical result analysis of these scenarios shows that the optimal solution

is can be obtained, i.e. Rank(Mn j) = 1 holds, ∀n ∼ j.

Form the figures we can see that, as expected, the energy stored was scheduled to balance

the power of loads and generation sources. It can be seen that energy storage provides

additional flexibility to the system for handling load variations and power limits, with the

potential of providing improved power quality, stability, load following, peak reduction,

and reliability.
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6.2 Future Work

There are several future research directions that have been revealed as a result of thiswork.

We summarize the most promising below.

• The most important next step is to integrate recent algorithms that explicitly enforce

the rank one constraint instead of ignoring it and checking it after the fact. There

are a few approaches that can be considered such as the well known nuclear norm

minimization [80] and also low-rank inducing norms recently proposed in [81].

• Another research direction to make this practical is necessary to reformulate the

problem as a distributed dynamic optimization problem. This will be necessary to

solve large-scale power flow problems but will also enable the implementation us-

ing low cost embedded system making it more affordable for less affluent and rural

communities.

• Finally, it is natural to consider the problem as a polynomial optimization problem

given that the nonlinearities are polynomial. This is already happening and will

bring powerful alternatives to find global solutions to optimal power flow problems.
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7 | APPENDIX

7.1 Appendix-I

Time (hr) Pd
3 Pd

4
1 4K 2236.89
2 4K 1454.8
3 4K 1248.7
4 4K 1276.1
5 4K 1845.2
6 4K 3523.9
7 4K 7148.9
8 4K 9380.8
9 4K 9794.5
10 4K 9480.1
11 4K 8951.7
12 4K 8178.8
13 4K 7615.9
14 4K 7543.5
15 4K 8071.9
16 4K 9013.8
17 4K 11005
18 4K 14109
19 4K 14249
20 4K 13005
21 4K 11393
22 4K 9145.9
23 4K 6354.0
24 4K 3973.6

Table 7.1: Power Load for Scenario-I.

Time (hours) Pg
1 Pg

2
∑

Pg

1 6214.7 142.84 6357.6
2 5942.3 143.11 6085.4
3 5870.6 143.18 6013.7
4 5880.1 143.17 6023.3
5 6078.2 142.96 6221.2
6 6664.4 10222 7686.4
7 7939.4 3481.2 11421
8 6781.5 5536.1 12318
9 6347.5 5553.8 11901
10 6677.2 5540.3 12218
11 7233.0 5517.7 12751
12 8050.1 5484.4 13535
13 8104.6 5482.0 13587
14 8079 5483 13562
15 8163.4 5479.8 13643
16 7167.6 6170 13338
17 6221.4 10K 16221
18 8492.4 10K 18492
19 8790.1 10K 18790
20 7940.7 10K 17941
21 7932.2 10K 17932
22 7028.5 6446.3 13475
23 7658.7 2938.1 10597
24 6821.9 1324.6 8146.5

Table 7.2: Power Generation for Scenario-I.
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Time (hr) PLoads
3 PLoads

4
∑

PLoads r6
1 4K 2236.89 6236.9 -16.810
2 4K 1454.8 5454.8 505.15
3 4K 1248.7 5248.7 642.67
4 4K 1276.1 5276.1 624.39
5 4K 1845.2 5845.2 244.60
6 4K 3523.9 7523.9 1.5456e-04
7 4K 7148.9 11149 -2.6321e-05
8 4K 9380.8 13381 -1343.2
9 4K 9794.5 13795 -2154.7
10 4K 9480.1 13480 -1538.0
11 4K 8951.7 12952 -501.96
12 4K 8178.8 12179 1013.3
13 4K 7615.9 11616 1626.3
14 4K 7543.5 11544 1675.6
15 4K 8071.9 12072 1222.8
16 4K 9013.8 13014 3.5765e-04
17 4K 11005 15005 -5.6655e-05
18 4K 14109 18109 -4473.9
19 4K 14249 18249 -4614.8
20 4K 13005 17005 -2801.1
21 4K 11393 15393 -110.20
22 4K 9145.9 13146 6.7061e-05
23 4K 6354.0 10354 7.3379e-05
24 4K 3973.6 7973.6 -1.4010e-04

Table 7.3: Power Load and rate of charge for Scenario-I.
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7.2 Appendix-II

Time (hr) Pd
3 Pd

4
1 4K 2236.89
2 4K 1454.8
3 4K 1248.7
4 4K 1276.1
5 4K 1845.2
6 4K 3523.9
7 4K 7148.9
8 4K 9380.8
9 4K 9794.5
10 4K 9480.1
11 4K 8951.7
12 4K 8178.8
13 4K 7615.9
14 4K 7543.5
15 4K 8071.9
16 4K 9013.8
17 4K 11005
18 4K 14109
19 4K 14249
20 4K 13005
21 4K 11393
22 4K 9145.9
23 4K 6354.0
24 4K 3973.6

Table 7.4: Power Load for Scenario-II.

Time (hr) Pg
1 Pg

2
∑

Pg

1 6414.5 143.05 6557.5
2 6415.2 143.05 6558.2
3 6415.4 143.05 6558.4
4 6415.4 143.06 6558.4
5 6415 143.07 6558
6 6664.4 1022 7686.4
7 7004.9 3480.9 10486
8 6912.4 5515.5 12428
9 6911 5516.2 12427
10 6912.2 5515.7 12428
11 7118.8 5506.7 12625
12 7121 5505.4 12626
13 7122.7 5505 12628
14 7122.8 5505 12628
15 7121.3 5505.2 12627
16 7082.7 6169.9 13253
17 6261.6 10K 16262
18 6222.8 10K 16223
19 62208 10K 16221
20 6237.8 10K 16238
21 6245.9 10K 16246
22 7054.6 6446.3 13501
23 7216.7 2938 10155
24 6821.8 1324.6 8146.5

Table 7.5: Power Generation for Scenario-II.
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Time (hr) PLoads
3 PLoads

4
∑

PLLoads r5 r6 r5 + r6
1 4K 2236.89 6236.9 191.00 -16.598 174.40
2 4K 1454.8 5454.8 452.67 505.08 957.75
3 4K 1248.7 5248.7 521.61 642.54 1164.1
4 4K 1276.1 5276.1 512.48 624.27 1136.8
5 4K 1845.2 5845.2 322.21 244.71 566.91
6 4K 3523.9 7523.9 8.3177e-03 3.2036e-03 1.1521e-02
7 4K 7148.9 11149 -886.16 -4.1974e-04 -886.16
8 4K 9380.8 13381 124.65 -1363.2 -1238.5
9 4K 9794.5 13795 537.59 -2191.4 -1653.8
10 4K 9480.1 13480 223.91 -1562 -1338.1
11 4K 8951.7 12952 -108.55 -512.41 -620.95
12 4K 8178.8 12179 -880.24 1034.2 153.97
13 4K 7615.9 11616 -930.12 1649.2 719.05
14 4K 7543.5 11544 -905.76 1697.5 791.74
15 4K 8071.9 12072 -986.95 1248.0 261.05
16 4K 9013.8 13014 -80.645 6.8607e-03 -80.639
17 4K 11005 15005 1129.4 -363.74 765.62
18 4K 14109 18109 -3720.4 -3946.0 -7666.4
19 4K 14249 18249 -3998.7 -4087.3 -8086.0
20 4K 13005 17005 -1517.5 -2831.0 -4348.4
21 4K 11393 15393 393.90 -772.0 -378.10
22 4K 9145.9 13146 24.843 1.2644e-03 24.844
23 4K 6354.0 10354 -419.24 1.4531e-03 -419.24
24 4K 3973.6 7973.6 -1.3429e-02 -2.7123e-03 -1.6141e-02

Table 7.6: Power Load and rate of charge for Scenario-II.
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